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Introduction
Substantial progress was made in RAN1#104-e towards finalizing the XR traffic model with some FFS remaining for resolution [1]. For brevity, due to their length, agreements and working assumptions from RAN1#104-e are not repeated. 

This contribution considers remaining FFS for the XR traffic model.


XR Traffic Models
In general, there is the usual trade-off between fine-tuning the evaluation assumptions to capture specific XR traffic characteristics and increasing a likelihood of modeling inaccuracies and diverging results versus focusing on the more difficult requirements of XR traffic for fulfilling KPIs knowing that the other requirements of XR traffic are then also fulfilled under any possible combination of traffic distribution. In our view, the simpler approach is preferred as that will not result to compromising KPIs for other XR traffic characteristics. That view is applied for the following FFS topics from RAN1#104-e.   

Number of streams
It has been agreed to consider 1 DL stream and 1 UL stream for evaluations - additional values, including application-dependent ones are FFS. For the DL, while there can be multiple streams in practice having different QoS requirements and arrival distributions, such as for video, audio, or data or different frame types, one stream dominates (video having more frequent arrivals, larger packet sizes, and stricter QoS) and, from a RAN1 perspective, it suffices to consider one DL stream. This has also been reflected on agreed parameters for the XR traffic model. For the UL, pose has both smaller data rate requirements and smaller PDB than scene upload (by about 10x) while the PER requirements are similar. Therefore, an argument that it suffices to capture one (most challenging) stream cannot be made.

Proposal 1: XR traffic models consider 1 DL stream (video) and 2 UL streams (pose and scene upload). 


Frame-level vs. IP packet-level modeling for packet arrivals 
For modeling packet arrivals, frame-level modeling is preferred due to the complexity of IP-level modeling that would make it unlikely to have convergence/alignment of evaluation results for mechanisms to achieve XR KPIs. The definitions and capturing the KPIs are also much easier with frame-level modeling (a packet can be provided by one or more TBs and typical SLS can apply). While a network would indeed segment a frame into multiple packets and IP-level model can be argued as generally being more realistic, it is not necessary to have such level of complexity in RAN1 evaluations that are TB-based and there is no need to capture RLC functions at the PHY. For the packet size and distribution, corresponding models were agreed in RAN1#104-e with some FFS remain on specific values such as maximum size or standard deviation. 

Proposal 2: Confirm the frame-level modeling for packet arrivals. 


Whether/how to evaluate I-frame and P-frame 
The I-frame and the P-frame could be evaluated separately as they have a different mean for packet sizes – e.g. the P-frame has half the packet size of the I-frame and that extends to the standard deviation. The periodicities for the I-frame and the P-frame can generally be assumed to be same (although, in general, they could be different). The more important aspect is whether the QoS requirements are different and, in particular, whether the P-frame has stricter QoS requirements (smaller PER and/or PDB) than the I-frame. There is no apparent reason for that to be the case although specific scenarios can be further discussed. For FOV and non-FOV streams, only the FOV stream requiring higher resolution (higher data rates) needs to be further considered.

Proposal 3: If the P-frame needs to have smaller PER or PDB that the I-frame, separate models can be defined; otherwise, a single model for the I-frame is used. 


Parameters of truncated Gaussian distribution for packet size
The mean is derived for the average data rate and the fps as (average data rate)/(fps for video stream)/8 [bytes]. For the standard deviation and the maximum packet size, a few different values were derived based on the SA4 models but, naturally, they are all similar and any particular one of them will not make a difference in the evaluations. Therefore, the tentative values of standard deviation as 15% of the mean packer size and of the maximum packet size as 1.5 times the mean packet size can be confirmed. A minimum packet size can be considered but a need is unclear and the impact on the evaluation results will be negligible.  
 
Proposal 4: Confirm the standard deviation and the maximum packet size for the truncated Gaussian distribution as 15% and 1.5x of the mean packet size, respectively. 


Modeling of jitter 
Regarding modeling of a jitter, there can be at least two different approaches. One approach is to use again a truncated Gaussian distribution as for the data packets with zero mean and standard deviation that is substantially smaller than the packet arrival period and the PDB requirements, such as 2 msec, as agreed for tentative evaluation in RAN1#104-e. Another approach is to perform evaluations without jitter for few different PDB values and then weigh the results for each PDB value based on a probability derived by a jitter distribution. That can allow any distribution for the jitter to be assessed. 

Proposal 5: Jitter can be evaluated based on a truncated Gaussian distribution or can be abstracted from evaluations that can be instead without jitter for few PDB values - scaling by a jitter distribution can then apply. 


KPIs
The basic KPI can be defined as the percentage of UEs that can satisfy the PER and latency requirements. A typical percentage value can be 95% but other values can also be evaluated as they can be directly obtained from same system simulations. There is no need to consider additional KPIs related to the data packet transmissions other than possibly the resource utilization percentage.

For SPS PDSCH or CG-PUSCH transmissions (e.g. periodic traffic as for UL pose/control, or traffic that can be served by multiple SPS/CG configurations such as TSN-like traffic), PER and latency requirements of respective packet transmissions are sufficient. For PDSCH/PUSCH transmissions that are scheduled by PDCCH, the blocking probability and the PDCCH BLER need to be considered as they affect PDB. For example, achieving a target PDB and a BLER of 10-3 for a TB scheduled by a PDCCH is not meaningful if a BLER of a corresponding DCI format is not ~10-4 or less so that its impact can be neglected. A sufficiently small PDCCH BLER can be achieved by using large CCE aggregation levels but then the blocking probability and the CCE budget need to be also considered depending on a number of UEs requiring XR service per cell (after potentially setting aside a few PDCCH transmissions for common control and assuming XR scheduling has highest priority than other unicast/multicast services). Those aspects can be imported in the evaluations – for example, a TB transmission does not occur with a certain probability because of PDCCH blocking or results to NACK because of PDCCH decoding error for the given UE SINR assuming uncorrelated PDCCH/PDSCH decoding errors.

Proposal 6: For KPIs, the percentage of UEs that can achieve a target PER and a target PDB suffices for data packets. For PDCCH-based scheduling, whether and how the PDCCH BLER does not impact the target PDB needs to also be considered.  
 

Conclusions
This contribution considered traffic models for XR applications and proposes the following.

Proposal 1: XR traffic models consider 1 DL stream (video) and 2 UL streams (pose and scene upload). 

Proposal 2: Confirm the frame-level modeling for packet arrivals. 

Proposal 3: If the P-frame needs to have smaller PER or PDB that the I-frame, separate models can be defined; otherwise, a single model for the I-frame is used. 

Proposal 4: Confirm the standard deviation and the maximum packet size for the truncated Gaussian distribution as 15% and 1.5x of the mean packet size, respectively. 

Proposal 5: Jitter can be evaluated based on a truncated Gaussian distribution or can be abstracted from evaluations that can be instead without jitter for few PDB values - scaling by a jitter distribution can then apply. 

Proposal 6: For KPIs, the percentage of UEs that can achieve a target PER and a target PDB suffices for data packets. For PDCCH-based scheduling, whether and how the PDCCH BLER does not impact the target PDB needs to also be considered.  
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