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Introduction
In RAN #90e, a Rel-17 work item for NR operation in a frequency regime between 52.6GHz and 71GHz has been approved [1]. As a part of the work item, the study on the PDSCH/PUSCH potential enhancements with new agreed numerologies, i.e., 120kHz, 480kHz and 960kHz. Throughout the study item [2], it was clear that some PTRS enhancements are needed to facilitate ICI compensation for the phase noise impact, while DMRS enhancements are need for larger SCSs, 480kHz and 960kHz, with channels with high frequency selectivity. In RAN1#104-e, [8] and [9], it was agreed to continue studying different PTRS and DMRS patterns for the higher band. Additionally, it was agreed to support the enhancements needed for multi-PDSCH/PUSCH scheduling and HARQ support with a single DCI. 
In this contribution, we continue to discuss some key aspects of waveform design and present our views on some potential issues for the high frequency regime supported by link-level evaluation based on the evaluation methodology and assumptions for the link-level simulation were discussed in RAN1 #104-e [9]. Additionally, we provide proposals for the different aspects of the reference signals and PDSCH/PUSCH for the high frequency regime.
Discussion
[bookmark: _Ref47425244]Link-level performance evaluation
This section provides link-level evaluation results as per the agreements on the simulation methodology and assumptions in RAN1 #104-e. Some of the key parameter settings for the link-level evaluation are listed in Table 1, yet the complete set of parameters are available in [9]. For further reference, the entire set of link performance plots are included in the Appendix.
[bookmark: _Ref47394695]Table 1: Link-level simulation parameters
	Parameters
	Values

	Carrier frequency
	60 GHz

	Antenna config (CDL)
	Config 1
	(Mg,Ng,M,N,P) = (1,1,8,16,2) @gNB
(Mg,Ng,M,N,P)=(1,1,4,4,2) @UE

	Doppler
	167Hz (3km/h at 60GHz)

	Channel Model and pre-beamforming DS
	TDL-A with 5ns/10ns/20ns delay spread
CDL-B with 20ns/50ns delay spread

	Phase noise mask
	3GPP TR 38.803, example 2 (BS and UE)

	SCS/Bandwidth
	120kHz/400MHz (256RBs)
 480kHz/1600MHz (256RBs)
960kHz/2000MHz (160RBs)

	CP config
	Normal CP

	PDSCH/PUSCH symbol index
	(S=2, L=12)

	PDSCH/PUSCH waveform
	CP-OFDM for PDSCH
DFT-s-OFDM for PUSCH

	DMRS symbol index
	2 (front-loaded) for 1 DMRS 

	PTRS
	PDSCH: (K=4, L=1)

	MCS
	MCS Table 1 (TS 38.214)



PDSCH/PUSCH Enhancements
[bookmark: _Ref53310329]PTRS design and phase noise compensation
Phase noise (PN) has been regarded as a source of nonideality during FR2 waveform and signal/channel design. For the high frequency regime between 52.6GHz and 71GHz, however, the impact of phase noise would be exacerbated, and further investigation is required in relation to the study on the candidate numerologies of the high frequency regime. The time varying PN induces both common phase error (CPE) and inter-carrier interference (ICI) in the frequency domain. Although the CPE compensation is quite straightforward, the ICI compensation may need a special PTRS pattern and a more involved algorithm. In this regard, in RAN1 #103-e, it was agreed to study any potential modification of the existing PTRS design/configuration, as well as the ICI compensation methods, to aid performance improvement for CP-OFDM and DFT-s-OFDM waveforms.
CP-OFDM
[bookmark: Capability_observation]It is widely believed and actually proven by link-level evaluation in [4] that a higher SCS is more robust to PN when the CPE compensation is applied. In particular, since the impact of ICI is more pronounced with low SCSs, non-negligible performance degradation is observed with 120kHz SCS for high MCSs with 64QAM modulation. However, in RAN1 #102-e and RAN1 #104-e, it was also pointed out by several companies that, with a proper PTRS pattern design and an ICI compensation algorithm, the performance losses at low SCSs and high MCSs can largely be recovered. 
For the ICI compensation algorithm, we consider the two algorithms proposed in [3], i.e., direct de-ICI filtering (Algorithm 1) and ICI filter approximation approaches (Algorithm 2). For new candidates PTRS design, we consider several block PTRS patterns, where the PTRS tones are mapped to one or more equal-size clusters of contiguous REs that are evenly distributed in the allocated PDSCH. As the baseline, we also consider the legacy Rel-15 PTRS pattern. Note that Algorithm 1 can be applied for both the block and legacy PTRS patterns, while Algorithm 2 can only be used with the block PTRS pattern.
One of the drawbacks of block PTRS patterns is ICI leakage from PTRS tones to the neighboring data tones. One proposal was to consider block PTRS patterns with cyclic nature to reduce the ICI leakage as in [6] and [7]. Another way is modifying the structure of the block PTRS to contain zero-power tones at the edges of each cluster of PTRS tones as shown in Fig. 1. These tones can act as a guard tones as well as being used for ICI filter calculations. For fair comparison, we boosted the power of  the non-zero power PTRS tones based on the number of zero-power tones in each cluster to match the total power of the PTRS cluster with all non-zero power tones. It worth mentioning that, such structure can reduce the complexity of the filter calculations, by converting the matrix of the PTRS tones, for Algorithm 2, into a diagonal matrix for each cluster.


[bookmark: _Ref53431098]Fig. 1: Block PTRS pattern with ZP tones: 7 tones per cluster and 6 ZP tones 
For 120kHz SCS and TDL-A with 5ns DS, the PDSCH (256 RBs) BLER performances for different PTRS patterns and ICI compensation algorithms are evaluated. For the block PTRS pattern, we considered three different clustering schemes (9, 7, and 6 clusters) with similar overheads to the legacy PTRS pattern with K=4. The cyclic block is based on the description in [6]. The PTRS tones are constructed based on the corresponding DMRS tones, i.e., a pn-sequence modulated by QPSK in the frequency domain is used to construct the PTRS clusters. The CINR points corresponding to 10%/1% BLER performance are summarized in Table 2. 


Table 2: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 120kHz SCS, Rank 1, TDL-A 5ns DS and 5-tap filters
	MCS
	Compensation Scheme
	PTRS Pattern

	
	
	9 Clusters, 7 tones each (No ZP tones)
	9 Clusters, 7 tones each (6 ZP tones)
	9 Clusters, 7 tones each (Cyclic Block)
	6 Clusters, 11 tones each (Cyclic Block)
	Legacy Pattern with K=4

	22
	Algorithm 1
	11.6/12.2
	10.4/11.0
	10.8/11.7
	10.9/11.8
	10.7/11.4

	
	Algorithm 2
	13.6/15.0
	
	
	11.0/12.0
	

	26
	Algorithm 1
	16.8/18.4
	16.0/17.6
	16.6/18.3
	16.7/18.0
	16.3/17.8

	
	Algorithm 2
	20.3/-
	
	
	17.0/18.9
	



From the results, the following observation is made in general:
[bookmark: _Ref53431212][bookmark: PTRS_observation1][bookmark: o1]Observation 1: Comparing the different PTRS patterns 
· The best performance is obtained with block PTRS pattern with zero-power tones. 
· The legacy pattern performance is very close to block PTRS pattern with zero-power tones. 
Next, we compare the performance of the legacy pattern vs the clustered cyclic pattern proposed in [7] with different circular sequences lengths (3 and 5), we choose p=q, i.e., the two circular parts have the same lengths. For the cyclic patterns, we consider 4 clusters each with 15 tones, the base sequence is a Zadoff-Chu sequence, were the input to IFFT is the DFT of the constructed PTRS cluster. The performance is summarized in Table 3.
Table 3: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 120kHz SCS, Rank 1, TDL-A 5ns DS and 5-tap filters
	MCS
	Compensation Scheme
	PTRS Pattern

	
	
	4 Clusters, 15 tones each (P=5)
	4 Clusters, 15 tones each (P=3)
	9 Clusters, 7 tones each (6 ZP tones)
	Legacy Pattern with K=4

	22
	Algorithm 1
	10.8/11.8
	10.9/11.8
	10.4/11.0
	10.7/11.4

	
	Algorithm 2
	11.9/15.2
	11.7/12.7
	
	

	24
	Algorithm 1
	13.3/14.0
	13.4/14.4
	12.9/13.8
	12.9/13.9

	
	Algorithm 2
	14.3/17.7
	13.9/15.0
	
	


[bookmark: o2]Observation 2: The block PTRS pattern with ZP tones and the legacy pattern outperforms the cyclic patterns based on ZC sequences. 
It should be mentioned that if we use a cluster of 7 tones, with a single NZP tone in the middle, using Algorithm 2 directly, only a 3-tap filter can be estimated, i.e., we cannot estimate 5-tap filter. Next, in Table 4, for CDL-B channel, we compare the performance of Algorithms 1 and 2 with 7 clusters, with 9 PTRS tones per cluster, 8 of them are ZP tones. For this configuration, we can estimate a 5-tap filter with Algorithm 2.  
Table 4: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 120kHz SCS, Rank 1, CDL-B 20ns DS and 5-tap filters
	MCS
	Compensation Scheme
	PTRS Pattern 

	
	
	7 Clusters, 9 tones each (8 ZP tones)
	Legacy Pattern with K=4

	22
	Algorithm 1
	6.7/13.9
	6.8/14.8

	
	Algorithm 2
	6.7/13.9
	

	24
	Algorithm 1
	9.2/16.7
	9.4/16.9

	
	Algorithm 2
	9.3/16.9
	


[bookmark: o3]Observation 3:  With 7 clusters each with 9 tones, 8 ZP PTRS tones and a single NZP tone in the centre, the two algorithms with the clustered pattern have almost the same performance, and they slightly outperform the legacy pattern. 
It is noteworthy that the ICI compensation algorithm may require a larger number of PTRS REs than CPE-only compensation and, thus, it may not be the case when the PTRS frequency density is low and the number of allocated RBs is small. In Fig. 2 and 3, we show the performance with different PTRS frequency densities for RB allocation 16 and 8, respectively. 
[image: ][image: ]
Fig. 2: 16 RBs: Legacy PTRS with different K
[image: ][image: ]
Fig. 3: 8 RBs: Legacy PTRS with different K
[bookmark: o4]Observation 4: For small RB allocation, e.g., 16 or 8 RBs, sending the PTRS over every RB, i.e., K=1, enhances the performance as it helps in having a more accurate ICI filter calculations or CPE estimate. 
Therefore, the PTRS enhancement for the high frequency regime may consider increasing the PTRS density when the number of allocated RBs is small. 
Now, it is well understood that SCS 120kHz needs ICI compensation for the phase noise to achieve a comparable performance with SCS 960kHz for high MCSs, e.g., 64QAM. Since ICI compensation algorithms, such as Algorithm 1 (direct de-ICI filtering) requires matrix multiplication and matrix inversion operations to calculate the filter coefficients, these algorithms might be computationally expensive with current NR timeline for SCS 120kHz. In addition, the RF module at the UE is expected to be the main source of the phase noise, which will determine whether the ICI compensation is needed or not, and if needed, how many filter taps are required. From our evaluations, performance-wise, Rel. 15 PTRS pattern seems to be sufficient. However, low-complexity ICI compensation techniques may be needed to simplify the UE processing, given the current timeline, and such techniques may require adding an additional PTRS pattern, e.g., block-based patterns, to allow time domain estimation of the phase noise or a specific structure for PTRS tones matrix, e.g., diagonal matrix, which reduces the complexity of the matrix inversion for ICI filter calculations. Another alternative solution could be to define a UE capability to support the high MCS that requires ICI compensation. 
[bookmark: p1to3]Proposal 1: For SCS 120kHz, the complexity of phase noise ICI compensation and its effects on the UE processing timeline need to be considered. 
Proposal 2: New PTRS patterns other than the Rel-15 design, even though with similar de-ICI performance, should not be precluded from the discussion if they can significantly reduce the complexity of the ICI compensation. 
[bookmark: PTRS_proposal]Proposal 3: As PTRS enhancement for assisting ICI compensation, increasing the frequency domain density, of Rel. 15 PTRS, for small RB allocation can be considered.
DFT-s-OFDM
One of the agreements of RAN1 #104-e is to study whether increasing the number PTRS samples, with SC-FDM waveform, is needed for SCS 120kHz or not. Currently, Rel. 15 supports up to 32 samples per symbol. We evaluated the performance with different numbers of PTRS samples. In addition to the legacy pattern, 16 samples (4 chunks each with 4 samples) and 32 samples (8 chunks each with 4 samples), we considered 64 samples (16 chunks each with 4 samples) and 128 samples (32 chunks each with 4 samples).  Table 5 contains the CINR points corresponding to 10%/1% BLER points with different PTRS densities. 
Table 5: CINR in dB achieving PUSCH iBLER of 10% ∕ 1%: 120kHz SCS, PTRS (K=4, L=1), Rank 1
	MCS
	Channel
	PTRS number of samples

	
	
	16
	32
	64
	128

	22
	TDL-A, 10ns
	16.7/21.6
	14.8/18.1
	14.4/17.4
	14.6/17.6

	24
	TDL-A, 10ns
	-/-
	17.6/23.0
	17.0/21.9
	17.1/21.8


[bookmark: o5]
Observation 5: For MCS 22, there is no significant enhancement for increasing the total number of PTRS samples to 64, while small gains can be observed with MCS 24. In addition, increasing the number of PTRS samples beyond 64 is not helping the performance.
[bookmark: p4]Proposal 4: No need to increase the PTRS sample density for SC-FDM waveform.
DMRS enhancements
For a given channel, the frequency-domain channel correlation between adjacent REs declines as the SCS increases. With the existing DMRS patterns (i.e., PDSCH/PUSCH DMRS configuration type 1 or 2 in Rel-15), the enhanced frequency selectivity by a large SCS may result in poor channel estimation performance, particularly when the channel delay spread is large.
In Fig. 4, (b) a new candidate DMRS pattern is illustrated. In comparison with existing DMRS patterns, (a) config type 1 and (c) config type 2, the new DMRS pattern is featured by high frequency density (i.e., every RE) and 2-FD-OCC across adjacent REs. In RAN1 #104-e, we have shown that, for rank 1, the gain from introducing the full frequency DMRS pattern is not significant compared with Config. Type 1 with FD-OCC OFF. In Table 6 the PDSCH performances of the different DMRS patterns with 960kHz SCS are compared for TDL-A and CDL-B channels with DS 20ns and 50ns, respectively, using the updated configuration as discussed in RAN1 #104-e. Similarly, Table 7 shows the performance for SCS 480kHz. 
	

	

	


	(a)
	(b)
	(c)

	Fig. 4: 1-symbol front-loaded DMRS patterns: (a) Rel-15 config type 1, (b) new configuration for high SCSs, (c) Rel-15 config type 2


Table 6: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 960kHz SCS, PTRS (K=4, L=1), Rank 1
	MCS
	Channel
	Every other RE (config type 1)
	Every RE (new pattern)

	
	
	CDM
	No CDM
	CDM
	No CDM

	16
	TDL-A, 20ns
	7.4/8.7
	6.9/8.0
	7.2/8.4
	6.9/8.0

	16
	CDL-B, 50ns
	1.1/11.5
	1.0/9.7
	1.1/10.1
	1.0/9.6

	22
	TDL-A, 20ns
	13.1/14.5
	12.2/13.7
	12.7/13.9
	12.3/13.6

	22
	CDL-B, 50ns
	6.8/-
	6.8/15.8
	6.9/16.3
	6.8/15.7


Table 7: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 480kHz SCS, PTRS (K=4, L=1), Rank 1
	MCS
	Channel
	Every other RE (config type 1)
	Every RE (new pattern)

	
	
	CDM
	No CDM
	CDM
	No CDM

	22
	TDL-A, 20ns
	12.9/15.1
	12.7/14.9
	12.9/15.2
	12.7/14.7

	22
	CDL-B, 50ns
	7.1/15.8
	6.9/15.2
	7.0/15.9
	7.2/15.5

	26
	TDL-A, 20ns
	-/-
	27.1/-
	-/-
	27.9/-

	26
	CDL-B, 50ns
	24.27/-
	21.76/-
	25.83/-
	24.9/-



[bookmark: o6to7]Observation 6: For rank 1, with SCS 960kHz, for channels with larger DS, the main reason of performance degradation with the larger SCS is the loss of orthogonality, and the gain from increasing the frequency density of the DMRS tones is limited, i.e., the performances of Config.1 with no CDMing and the new configuration with no CDMing are very close to each other. 
Observation 7: For rank 1, with SCS 480kHz, even for channels with larger DS, the different DMRS patterns have very comparable performances, and the best performance is obtained Config.1 with no CDMing. 
Next, we evaluated the performance with rank 2 transmission. We considered CDL-B channel with DS 20ns and 50 ns to compare the performance of three configurations: 1) config. type 1 with ports 1000 and 1001, i.e., two ports from the same CDM group, 2) config. type 1 with ports 1000 and 1002, i.e., two ports from the different CDM groups (no CDMing), 3) the new pattern with DMRS sent over every RE, with ports 1000 and 1001, i.e., two ports from the same CDM group. In Tables 8 and 9, the CINR values in dB, which achieve 10% and 1% PDSCH iBLER, are summarized. 
Table 8: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 960kHz SCS, PTRS (K=4, L=1), Rank 2
	MCS
	Channel
	Every other RE (config type 1)
	Every RE (new pattern)

	
	
	CDM
	No CDM
	CDM

	16
	CDL-B, 20ns
	8.6/17.1
	8.5/16.9
	8.6/17.1

	
	CDL-B, 50ns
	9.4/-
	9.1/19.8
	9.5/20.7

	22
	CDL-B, 20ns
	15.0/24.1
	14.7/23.9
	15.2/23.9

	
	CDL-B, 50ns
	18.7/-
	17.4/-
	18.4/-


Table 9: CINR in dB achieving PDSCH iBLER of 10% ∕ 1%: 480kHz SCS, PTRS (K=4, L=1), Rank 2
	MCS
	Channel
	Every other RE (config type 1)
	Every RE (new pattern)

	
	
	CDM
	No CDM
	CDM

	22
	CDL-B, 20ns
	15.9/25.8
	15.7/24.8
	15.9/25.8

	
	CDL-B, 50ns
	17.5/-
	17.0/36.7
	17.5/-



[bookmark: o8to9]Observation 8: For rank 2, with SCS 960kHz, with DS 20ns all DMRS patterns perform the same, while with DS 50ns, there is a significant performance loss when FD-OCC is ON, and the best performance is obtained with config type 1 with ports from different CDM groups. 
Observation 9: For rank 2, with SCS 480kHz, all DMRS patterns perform the same. 
[bookmark: p5]Proposal 5: Do not introduce a new pattern with DMRS tones sent over every RE, for the higher band.
[bookmark: DMRS_proposal]It should be noted that when the DMRS tones are sent over every other RE, Configuration type 1, the DMRS tones are power boosted by 3dB compared with the new pattern where the DMRS tones are sent over every RE. As mentioned above, the main cause of the performance loss for NLOS channels with large DS is the despreading step at the receiver due to the loss of orthogonality. 
gNB can assign the UE with port(s) from different CDM groups and the remaining ports from each CDM group should not be assigned for other UEs. Such information should be signaled to the UE to avoid the despreading step. For DM-RS configuration type 1, with rank 2 transmission, if the UE is scheduled with ports 0 and 2, i.e., index 11 in Table 7.3.1.2.2-1 for one codeword and Table 7.3.1.2.2-2 for two codewords of Clause 7.3.1.2 of [8, TS 38.212], the UE may assume that all the remaining orthogonal antenna ports are not associated with transmission of PDSCH to another UE. Therefore, no spec changes are needed for rank 2. However, the aforementioned assumption is not ensured by the current specs for rank 1 transmission. Therefore, we need to signal to the UE, with rank 1 transmission, when it can assume that the remaining ports from the same CDM group, of its assigned DMRS port, are not used by another UE. Such signaling can be dependent on the channel conditions and the operating MCS, i.e., for low MCS values, such as QPSK and 16QAM modulations, the performance is less sensitive to channel estimation errors. Several options can be considered such as explicit signaling in the scheduling DCI or a rule can be defined to prevent FD-OCC for high MCS such as 64QAM modulation, so that the UE can assume the FD-OCC is turned off when it is scheduled with such MCS. 
[bookmark: p6]Proposal 6: For DMRS enhancement for high SCSs, while communicating over channel with large DS, for rank 1, a single port should be used from one CDM group and the remaining ports from the same group should not be assigned to other UEs. This information should be provided to the UE via the scheduling DCI or additional rules to be defined in the specs based on the scheduled MCS. 
Multi-PDSCH/PUSCH with single grant
The main focus on the PDSCH/PUSCH scheduling enhancements was defined in [9], as follows 
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.

The multi-PUSCH scheduling is supported as one of the features for Rel. 16 in NR-U WI, where the SCS is 120 kHz or lower and it was agreed to maximize the similarities between multi-PDSCH and multi-PUSCH designs, therefore, we believe that SCS 120kHz should be considered as well as SCS 480 and 960kHz for multi-PDSCH/PUSCH grants with as a single DCI. In addition, multi-PDSCH grants should help in reducing the UE processing time as it will reduce the frequent re-tuning of the UE hardware, e.g., RF module. We have more discussion on the per-slot and multi-slot PDCCH monitoring in [10].

[bookmark: p7]Proposal 7: Multi-PDSCH or multi-PUSCH scheduling with the same DCI should be applicable to 120kHz as well as 480 and 960kHz, though we don’t need to introduce multi-slot monitoring capability for 120KHz

Regarding the maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI, we think that the decision should be based on the periodicity of the PDCCH monitoring and it may need to be different based on the used SCS. That is, with a single DCI, gNB should be able to schedule all the resources between two adjacent PDCCH monitoring occasions, given that each PDSCH/PUSCH will be confined within a slot as agreed in RAN1 #104-e. 

[bookmark: p8]Proposal 8: For a given SCS, if the PDCCH monitoring periodicity is N slots, then a single DCI should be able to grant at least N PDSCHs/PUSCHs.

For the HARQ-ACK timing information and type-2 HARQ-ACK codebook enhancements for multi-PDSCH scheduling, we reached the following agreements in RAN1 #104-e. 
Agreement:
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)

Agreement:  
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback
We support Alt 2, i.e., the DAI to be counted per PDSCH, as illustrated in Fig. 5. Assume a single carrier operation, and suppose gNB sent two multi-PDSCH grants, the first one grants 3 PDSCHs and the second one grants 2 PDSCHs. With the legacy NR rule of updating the DAI, suppose the first grant has cDAI=0 and tDAI=0, then the second grant will have cDAI=1 and tDAI=1. If the UE missed the first grant and correctly detects the second one, it will send only one NACK corresponding to the multi-PDSCH grant that carried 3 PDSCHs. This will lead to different codebook sizes at gNB and UE. To avoid this issue, the DAI calculations must take into account the number of granted PDSCHs by the multi-PDSCH grants. This can be done by introducing virtual DCIs corresponding to each of the multi-PDSCH grants. Back to the previous example, if the UE successfully detects for the first grant, it will assume that there are two additional virtual DCIs, with cDAI=1, tDAI=1 and cDAI=2, tDAI=2, respectively. Similarly, gNB will update the DAI counter assuming the existence of the two virtual DCIs and will transmit the second grant with cDAI=3, tDAI=3. Now, if the UE misses the first grant and correctly detects the second one, it will send 3 NACKs corresponding to the first grant, and the codebook sizes at gNB and UE will be the same. 
With Alt 1, we need to ensure that a fixed number of A/N bits is transmitted for the different grants corresponding to the same A/N occasion. That is, for fallback DCI or SPS PDSCH, the same number of A/N bits need to be added to the codebook similar to multi-PDSCH grant to avoid the misalignment between the codebooks at gNB and UE. With multi-PDSCH grant with single DCI, the DAI field size needs to be increased. 


  
Fig. 5: Virtual DCIs for multi-PDSCH grant
[bookmark: p9]Proposal 9: Regarding the DAI counting, we support Alt 2, i.e., C-DAI/T-DAI is counted per PDSCH and we support increasing the field size of the DAI.
In order to simplify the UE processing, we do not support allowing HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCHs. 
[bookmark: p10]Proposal 10: All HARQ-ACK information corresponding to different PDSCHs scheduled by the same DCI to be carried by the same PUCCH.
 
For the multi-PUSCH, we agreed to use Rel-16 multi-PUSCH scheduling as a baseline, in addition to some enhancements for the DCI fields. 
Agreement:
· For the multi-PUSCH scheduling in Rel-17, study the enhancement of the following in addition to Rel-16 multi-PUSCH scheduling.
· CBGTI: Whether or not CBG (re)transmission is supported when more than one PUSCHs are scheduled (Already supported when only one PUSCH is scheduled).
· CSI-request: Whether to apply same or different rule compared to Rel-16 (e.g., the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline).
· TDRA: Down-select among
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 2: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (that can be non-continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 3: TDRA table is extended such that each row indicates up to 8 multiple PUSCH groups (that can be non-continuous between PUSCH groups). Each PUSCH group has a separate SLIV, mapping type and number of slots/PUSCHs N. Within each PUSCH group, N PUSCHs occupy the same OFDM symbols indicated by the SLIV and mapping type. The number of scheduled PUSCHs is the sum of number of PUSCHs in all PUSCH groups in the row of the TDRA table signalled in DCI.
· FDRA: Whether/how to enhance FDRA e.g., by increasing RBG size or changing allocation granularity
· Frequency hopping: Whether/how to support frequency hopping for scheduled PUSCHs, e.g., inter-PUSCH/intra-PUSCH hopping
· URLLC related fields such as priority indicator and open-loop power control parameter set indication: Whether/how to apply URLLC related fields for scheduled PUSCHs
· Applicability to multi-PDSCH scheduling in Rel-17. 
· Note: Other enhancements are not precluded.
The CBG retransmission is not supported for Rel-16 multi-PUSCH grant, for more than one PUSCH scheduled by the same DCI, CBG retransmission should not be supported for 60GHz band. We support Alt 2 for TDRA field, i.e., we allow time gaps between any two PUSCHs scheduled by the same DCI, such gaps can be used for PDCCH monitoring and PUCCH transmission as it gives more flexibility in forming RRC TDRA table. Alt 3, in our view, imposes some unnecessary restrictions. Regarding URLLC related fields, we support applying them for all PUSCHs/ or PUCCHs corresponding to the PDSCHs scheduled by the same DCI, otherwise this will require defining multiple PUCCHs for the same multi-PDSCH grant which will complicate the UE processing and we do not support. The current range of values for RBG sizes (up to 16) for FDRA, seems to be sufficient for the higher band as the FDRA field will be shared by all the PUSCHs/PDSCHs scheduled by the same DCI and we still maintain 275RBs as the maximum allowed BWP. Regarding the frequency hopping, a lot of design details needed to be considered and given the time frame for the discussion, we believe that Rel. 17 multi-PUSCH grant should not support frequency hopping. 

[bookmark: p11]Proposal 11: For multi-PUSCH DCI fields enhancements:
· CBGTI: Not to be supported for more than one PUSCH
· TDRA field: We support Alt 2
· URLLC fields:  To be applied for all granted PUSCHs/PDSCHs with the same DCI 
· FDRA: No changes are needed
· Frequency hopping: Not to be supported for multi-PUSCH grant
Timeline aspects
In the high band, multi-slot PDCCH monitoring as well as per-slot monitoring may be supported for the same SCS, e.g., 120kHz. Similarly, multi-PUSCH/PDSCH will be supported to reduce the control overhead. Such flexibility of the scheduling may help UE to save some processing by reducing the frequent retuning of its hardware, e.g., RF module. This can allow the UE to have an adaptive timeline based on the nature of the granted DCIs, e.g., multi-PDSCH or single PDSCH and the PDCCH monitoring periodicity, e.g., per-slot or multi-slot. Therefore, it will be beneficial to consider a dynamic processing timeline adaptation to be applied at gNB and UE, otherwise the timeline should be calculated based on the worst case, e.g., per-slot PDCCH monitoring.
[bookmark: p12]Proposal 12: The timeline calculations need to take into account the different cases for PDCCH monitoring, i.e., per-slot or multi-slot. This will require either one of the following 
· Timeline is calculated based on the worst case
· gNB and UE applies different processing timeline depending on PDCCH monitoring periodicity 

Before the RRC configuration, the TDRA is defined based on the default tables of PDSCH and PUSCH. The default tables of PDSCH have k0 with values 0 and 1, i.e., gNB can only schedule the UE within the same PDCCH slot or the next slot. For PUSCH default tables, the k2 values are limited based on the minimum PUSCH slot offset and it can take values j,j+1,j+2,j+3, where j depends on the SCS, i.e., gNB can only schedule the UE with PUSCH within 4 slots ahead from the minimum PUSCH scheduling offset. With multi-slot PDCCH monitoring, gNB should be able to schedule all the resources between any two adjacent PDCCH monitoring occasions. To do so, the ranges of the values of the slot offsets in the default TDRA tables need to be extended to the periodicity of the PDCCH monitoring. For example, if the UE will monitor the PDCCH every M slots, then the default TDRA tables should supports slot offsets up to M-1. Therefore, the default TDRA tables need to be defined per each SCS for the new band. For the slots without PDCCH monitoring, the SLIV can be allowed to cover the whole slot, i.e., L=14.
[bookmark: p13]Proposal 13: Introduce new default TDRA PDSCH and PUSCH tables depending on the used SCS, e.g., 960kHz and 480kHz SCS, to be able to schedule all the resources between any two adjacent PDCCH monitoring occasions. The slot offsets in these tables should cover up to the PDCCH monitoring periodicity. For the slots without PDCCH monitoring, L=14 can be considered.  
In RAN1 #104-e, it was agreed to use the absolute time duration for 120 kHz SCS as the upper bound for the discussion of UE processing timelines (not related to PDCCH monitoring) for 480 kHz and 960 kHz SCS for NR operation in 52.6 to 71 GHz. However, we do not expect a significant decrease from 120kHz timeline. Thus, RAN1 should provide a valid design under this assumption. 
[bookmark: p14]Proposal 14: RAN1 design for 480kHz and 960kHz SCS, should assume a timeline similar to the absolute timeline of 120kHz. 
Conclusion
 Observation 1: Comparing the different PTRS patterns 
· The best performance is obtained with block PTRS pattern with zero-power tones. 
· The legacy pattern performance is very close to block PTRS pattern with zero-power tones. 
Observation 2: The block PTRS pattern with ZP tones and the legacy pattern outperforms the cyclic patterns based on ZC sequences. 
Observation 3:  With 7 clusters each with 9 tones, 8 ZP PTRS tones and a single NZP tone in the centre, the two algorithms with the clustered pattern have almost the same performance, and they slightly outperform the legacy pattern. 
Observation 4: For small RB allocation, e.g., 16 or 8 RBs, sending the PTRS over every RB, i.e., K=1, enhances the performance as it helps in having a more accurate ICI filter calculations or CPE estimate. 
Observation 5: For MCS 22, there is no significant enhancement for increasing the total number of PTRS samples to 64, while small gains can be observed with MCS 24. In addition, increasing the number of PTRS samples beyond 64 is not helping the performance.
Observation 6: For rank 1, with SCS 960kHz, for channels with larger DS, the main reason of performance degradation with the larger SCS is the loss of orthogonality, and the gain from increasing the frequency density of the DMRS tones is limited, i.e., the performances of Config.1 with no CDMing and the new configuration with no CDMing are very close to each other. 
Observation 7: For rank 1, with SCS 480kHz, even for channels with larger DS, the different DMRS patterns have very comparable performances, and the best performance is obtained Config.1 with no CDMing. 
Observation 8: For rank 2, with SCS 960kHz, with DS 20ns all DMRS patterns perform the same, while with DS 50ns, there is a significant performance loss when FD-OCC is ON, and the best performance is obtained with config type 1 with ports from different CDM groups. 
Observation 9: For rank 2, with SCS 480kHz, all DMRS patterns perform the same. 
Proposal 1: For SCS 120kHz, the complexity of phase noise ICI compensation and its effects on the UE processing timeline need to be considered. 
Proposal 2: New PTRS patterns other than the Rel-15 design, even though with similar de-ICI performance, should not be precluded from the discussion if they can significantly reduce the complexity of the ICI compensation. 
Proposal 3: As PTRS enhancement for assisting ICI compensation, increasing the frequency domain density, of Rel. 15 PTRS, for small RB allocation can be considered.
Proposal 4: No need to increase the PTRS sample density for SC-FDM waveform.
Proposal 5: Do not introduce a new pattern with DMRS tones sent over every RE, for the higher band.
Proposal 6: For DMRS enhancement for high SCSs, while communicating over channel with large DS, for rank 1, a single port should be used from one CDM group and the remaining ports from the same group should not be assigned to other UEs. This information should be provided to the UE via the scheduling DCI or additional rules to be defined in the specs based on the scheduled MCS. 
Proposal 7: Multi-PDSCH or multi-PUSCH scheduling with the same DCI should be applicable to 120kHz as well as 480 and 960kHz, though we don’t need to introduce multi-slot monitoring capability for 120KHz
Proposal 8: For a given SCS, if the PDCCH monitoring periodicity is N slots, then a single DCI should be able to grant at least N PDSCHs/PUSCHs.
Proposal 9: Regarding the DAI counting, we support Alt 2, i.e., C-DAI/T-DAI is counted per PDSCH and we support increasing the field size of the DAI.
Proposal 10: All HARQ-ACK information corresponding to different PDSCHs scheduled by the same DCI to be carried by the same PUCCH.
Proposal 11: For multi-PUSCH DCI fields enhancements:
· CBGTI: Not to be supported for more than one PUSCH
· TDRA field: We support Alt 2
· URLLC fields:  To be applied for all granted PUSCHs/PDSCHs with the same DCI 
· FDRA: No changes are needed
· Frequency hopping: Not to be supported for multi-PUSCH grant
Proposal 12: The timeline calculations need to take into account the different cases for PDCCH monitoring, i.e., per-slot or multi-slot. This will require either one of the following 
· Timeline is calculated based on the worst case
· gNB and UE applies different processing timeline depending on PDCCH monitoring periodicity 
Proposal 13: Introduce new default TDRA PDSCH and PUSCH tables depending on the used SCS, e.g., 960kHz and 480kHz SCS, to be able to schedule all the resources between any two adjacent PDCCH monitoring occasions. The slot offsets in these tables should cover up to the PDCCH monitoring periodicity. For the slots without PDCCH monitoring, L=14 can be considered.  
Proposal 14: RAN1 design for 480kHz and 960kHz SCS, should assume a timeline similar to the absolute timeline of 120kHz. 
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CP-OFDM PTRS Evaluations 
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[bookmark: _Ref53426335]Fig. 6: ICI compensation: Different block PTRS vs. legacy PTRS with K=4
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Fig. 7: ICI compensation: Different block PTRS vs. legacy PTRS with K=4
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Fig. 8: Algorithm 1 vs Algorithm 2: CDL-B channel, 20ns delay spread 
DFT-s-OFDM PTRS Evaluations 
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Fig. 9: DFT-s-OFDM waveform: TDL-A with DS 10ns, 120kHz SCS, PTRS (L=1), 1 DMRS symbol, Rank 1
DMRS Evaluations 
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[bookmark: _Ref53687056]Fig. 10: New DMRS pattern: TDL-A with DS 20ns, 960kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 1
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Fig. 11: New DMRS pattern: CDL-B with DS 50ns, 960kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 1
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Fig. 12: New DMRS pattern: TDL-A with DS 20ns, 480kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 1
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Fig. 13: New DMRS pattern: CDL-B with DS 50ns, 480kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 1
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Fig. 14: New DMRS pattern: MCS 16, CDL-B, 960kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 2
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Fig. 15: New DMRS pattern: MCS 22, CDL-B, 960kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 2
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Fig. 16: New DMRS pattern: MCS 22, CDL-B, 480kHz SCS, PTRS (K=4, L=1), 1 DMRS symbol, Rank 2
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Config. 1 without CDM

DMRS on every RE with CDM

DMRS on every RE without CDM
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SCS 480KHz CDL-B with DS 50ns, MCS 22, Rank 1

Config. 1 with CDM

Config. 1 without CDM

DMRS on every RE with CDM

DMRS on every RE without CDM
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SCS 480KHz CDL-B with DS 50ns, MCS 26, Rank 1

Config. 1 with CDM

Config. 1 without CDM

DMRS on every RE with CDM

DMRS on every RE without CDM
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SCS 960KHz CDL-B with DS 20ns, MCS 16, Rank 2

Config. 1, port 0 and port 1 (CDM)

Config. 1, port 0 and port 2 (No CDM)

DMRS on every RE with CDM
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SCS 960KHz CDL-B with DS 50ns, MCS 16, Rank 2

Config. 1, port 0 and port 1 (CDM)

Config. 1, port 0 and port 2 (No CDM)

DMRS on every RE with CDM
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SCS 960KHz CDL-B with DS 20ns, MCS 22, Rank 2

Config. 1, port 0 and port 1 (CDM)

Config. 1, port 0 and port 2 (No CDM)

DMRS on every RE with CDM
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SCS 960KHz CDL-B with DS 50ns, MCS 22, Rank 2

Config. 1, port 0 and port 1 (CDM)

Config. 1, port 0 and port 2 (No CDM)

DMRS on every RE with CDM
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SCS 480KHz CDL-B with DS 20ns, MCS 22, Rank 2

Config. 1 port 0 and port 1 (CDM)

Config. 1 port 0 and port 2 (No CDM)

DMRS on every RE with CDM
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SCS 480KHz CDL-B with DS 50ns, MCS 22, Rank 2

Config. 1 port 0 and port 1 (CDM)

Config. 1 port 0 and port 2 (No CDM)

DMRS on every RE with CDM


