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Introduction
RAN#91 approved a revised SID on XR Evaluations for NR [1]. The XR SI is now ongoing with focus on related system-level performance evaluation to assess how well the currently standardized NR system can support such services. In this document, we present our preliminary results of XR and CG services in 5G NR. Two deployment scenarios are considered for evaluating the performance of XR and CG services, as agreed in [2]: (1) Indoor Hotspot (InH) and (2) Dense Urban (UMa). In these two deployments, we evaluate the DL system capacity of Cloud Gaming, Virtual Reality/Augmented Reality applications according to the DL traffic models discussed in [3].

Statistical Models and KPI for XR Traffic
In this section, we discuss the parameters we used in our performance evaluation for the statistical model for XR traffic. Parameters have been set according to discussion in [2] and [4]. In particular, Table 1 and Table 2 illustrate the parameters for generating DL traffic (i.e., video traffic), whereas Table 3 shows the parameters for generating UL traffic (i.e., pose/control information).

[bookmark: _Ref68041354]Table 1 – Parameters of frame size distribution for DL traffic model computed as a function of data rate.
	Parameter
	Proposed value

	Frame Rate
	60 fps

	Bitrate
	30 Mbps

	Frame size distribution
	Truncated Gaussian

	Frame size (avg)
	62500 Bytes

	Frame size (std)
	9375 Bytes

	Frame size (max)
	93750 Bytes

	Frame size (min)
	31250 Bytes

	Transport protocol
	UDP

	Maximum transport packet size
	93750 Bytes
1 frame = 1 PDU



[bookmark: _Ref68041380]Table 2 – Parameters of the interarrival time distribution for DL traffic model computed as a function of frame rate and jitter.
	Parameter
	Proposed value

	Frame Rate
	60 fps

	Inter-arrival time distribution
	Truncated Gaussian

	Interarrival time (avg)
	16.67 ms

	Interarrival time (std)
	2 ms

	Interarrival time (max)
	20.67 ms

	Interarrival time (min)
	12.67 ms


[bookmark: _Ref68041392]Table 3 – Parameters of the UL traffic model (Pose/Control traffic model).
	Parameter
	Proposed value

	Packet size
	100 bytes

	Inter-arrival time distribution
	Constant

	Inter-arrival time
	4 ms



As agreed in [2,4], the system capacity is measured in terms on “number of satisfied UEs”. More specifically, a UE is marked as “satisfied UE” if more than X% of packets are successfully transmitted over the air interface within the PDB. The system capacity is defined as the maximum number of UEs per cell with at least Y% of UEs marked as satisfied UEs. In our evaluation, we adopt X={95%, 99%} as percentage of frames to be successfully received within the PDB to identify satisfied UEs, while Y=90% as percentage of satisfied UEs to measure the system capacity.

Performance Evaluation of Indoor Hotspot
Simulation settings
The carrier frequency is set to 4 GHz and 30GHz for FR1 and FR2, respectively. System bandwidth is assumed to be 100MHz for FR1 and for FR2 to compare achievable system capacity when propagation and antenna configuration change; additionally, 200MHz in FR2 is also analyzed to observe the change in network performance when doubling the system bandwidth. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 kHz and 120kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set as follows: 31dBm with 100MHz (24dBm per 20MHz) in FR1, and 24dBm with 100MHz and 27dBm with 200MHz (23dBm per 80MHz) in FR2. Table 4 lists the main parameters of the Indoor Hotspot deployment that are considered in this study.

[bookmark: _Ref68041500]Table 4 – Main parameters for Indoor Hotspot (InH) deployment 
	Parameter
	Value

	Layout
	· 120m x 50m, Single layer (indoor floor, open office)
· 12 cells/TRPs
· ISD: 20m

	Channel model
	InH

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth 
	FR1: 100 MHz
	FR2: 100 MHz
         200 MHz

	BS height
	3 m

	UE height
	1.5 m

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB

	BS receiver
	LMMSE-IRC

	UE receiver
	LMMSE-IRC

	Channel estimation
	Ideal

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	FR1: 31dBm (24dBm per 20MHz)
	FR2 (23dBm per 80MHz): 
· 24dBm for 100 MHz 
· 27 dBm for 200MHz 

	UE Tx max power
	FR1: 23 dBm

	TDD Frame structure 
	Option 1: DDDSU

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	· Pattern: Ceiling-mount antenna radiation pattern
· Gain: 5 dBi
· Downtilt: 90°

	
	Configuration in FR1:
32 TxRU
(M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4)
(dH, dV) = (0.5, 0.5)λ

	Configuration in FR2:
2 TxRU
(M, N, P, Mg, Ng; Mp, Np) = (16, 8, 2,1,1;1,1)
(dH, dV) = (0.5, 0.5)
Grid of Beams:
· Azimuth angles (degrees): 
{90, 90, 90, 112.5, 112.5, 112.5, 67.5, 67.5, 67.5, 140, 140, 140, 40, 40, 40}
· Elevation angles (degrees): 
{-30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30}

	UE antenna configuration
	· Pattern : Omni-directional,
· Gain : 0 dBi,
· Configuration :
2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, 0)λ

	Power control parameter
	Open loop, Alpha = 1, P0 = -106 dBm

	Scheduler
	SU-MIMO, proportional fairness in time and frequency domain

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 4OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining



Simulation results
In this section, we illustrate the results obtained with our system level simulator in the Indoor Hotspot deployment scenario. We illustrate the system capacity when UEs run either CG (Section 3.2.1) or VR/AR (Section 3.2.2) applications at 30Mbps. UEs are randomly dropped in the area according to a spatial uniform distribution, therefore, in each simulation run some cells get a higher number of connected UEs than other cells; this might affect the system capacity when compared to a deployment where all cells serve the exact same number of connected UEs. For a reference comparison, the reader can refer to sections 4.2.1 and 4.2.2 where such analysis is presented for the Dense Urban deployment. A similar trend is expected for the Indoor Hotspot deployment.

Cloud Gaming: DL Capacity
Figure 1 shows CG results at 30Mbps, picturing the ratio of satisfied UEs computed with 95% and 99% of frames received within the PDB of 15 ms as a function of the average cell load, which is measured in number of UEs. Results correspond to a system bandwidth of 100MHz for both FR1 and FR2. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. According to the 90% limit, we conclude that in the Indoor Hotspot deployment in FR1 we can support 24 UEs running CG application at 30Mbps (i.e., 2 UEs per cell on average) for both considered values of X.  In FR2, we observe a significant improvement on network performance, supporting up to 60 UEs (i.e., 5 UEs per cell on average) assuming for both values of X. The higher capacity for FR2 is mainly due to the use of the more sophisticated gNB GoB configuration. When increasing the system bandwidth to 200 MHz in FR2, we can observe the corresponding increase in capacity in Figure 2. In this case we can support more than 120 UEs (i.e., more than 10 UEs per cell on average) running CG applications at 30 Mbps for both considered values of X. 
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(a) CG in FR1 with X=95%.
	[image: ]
(b) CG in FR1 with X=99%.
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(c) CG in FR2 with X=95%.
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(d) CG in FR2 with X=99%.


[bookmark: _Ref68042901]Figure 1 – CG capacity evaluation of InH traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and 100MHz system bandwidth. The lower bound on the percentage of satisfied user is Y=90% (dashed line).
	[image: ]
(a) CG in FR2 with X=95%.
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(b) CG in FR2 with X=99%.


[bookmark: _Ref68042930]Figure 2 – CG capacity evaluation of InH traffic in FR2 with X={95%, 99%} of frames received within PDB and 200MHz system bandwidth. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Observation 1: When we consider CG traffic model at 30Mbps for an InH deployment, we can support the number of UEs per cell indicated in Table 5.


[bookmark: _Ref68043825]Table 5 – System capacity for CG (PDB=15ms) at 30Mbps [#UEs/cell] in an InH deployment
	
	X=95%
	X=99%

	FR1 (100 MHz)
	2
	2

	FR2 (100 MHz)
	5
	5

	FR2  (200 MHz)
	>10
	>10



Augmented/Virtual Reality: DL Capacity
In this section, we illustrate the results on the system capacity obtained for VR/AR applications, namely with PDB=10ms. Figure 3 shows the ratio of satisfied UEs computed with 95% and 99% of frames received within the PDB as a function of the average cell load, which is measured in number of UEs; results correspond to a system bandwidth of 100MHz for both FR1 and FR2. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. According to the 90% limit, we can conclude that in the Indoor Hotspot deployment in FR1 we can support 24 UEs running VR/AR applications at 30Mbps (i.e., 2 UEs per cell on average) for both considered values of X.  In FR2, we observe a significant improvement on network performance, supporting up to 60 UEs (i.e., 5 UEs per cell on average) assuming X=95%, and 48 UEs (i.e., 4 UEs per cell on average) when X=99%.


	[image: ]
(a) VR/AR in FR1 with X=95%.
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(b) VR/AR in FR1 with X=99%.
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(c) VR/AR in FR2 with X=95%.
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(d) VR/AR in FR2 with X=99%.


[bookmark: _Ref68043097]Figure 3 – VR/AR capacity evaluation of InH traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and 100MHz system bandwidth. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

When increasing the system bandwidth to 200 MHz in FR2, we can observe the corresponding increase in capacity in Figure 4. In this case we can support more than 120 UEs (i.e., more than 10 UEs per cell on average) running VR/AR applications at 30 Mbps for both considered values of X. 
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(a) VR/AR in FR2 with X=95%.
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(b) VR/AR in FR2 with X=99%.


[bookmark: _Ref68044044]Figure 4 – VR/AR capacity evaluation of InH traffic in FR2 with X={95%, 99%} of frames received within PDB and 200MHz system bandwidth. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Observation 2: When we consider VR/AR traffic model at 30Mbps for an InH deployment, we can support the number of UEs per cell indicated in Table 6.

[bookmark: _Ref68045122]Table 6 – System capacity for VR/AR (PDB=10ms) at 30Mbps [#UEs/cell] in an InH deployment
	
	X=95%
	X=99%

	FR1 (100 MHz)
	2
	2

	FR2 (100 MHz)
	5
	4

	FR2  (200 MHz)
	>10
	10




Performance Evaluation in Dense Urban
Simulation settings
The carrier frequency is set to 4 GHz and 30GHz for FR1 and FR2, respectively. System bandwidth has been fixed to 100MHz for both FR1 and FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 KHz and 120kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs and the UE uplink power control settings are adjusted for Dense Urban, i.e., 50 dBm (i.e., 43dBM for 20MHz) for gNB transmit power and  dBm and   for UE open loop power control. Table 7 lists the main parameters of the Dense Urban deployment that are considered in this study.

[bookmark: _Ref68044134]Table 7– Main parameters for Dense Urban (UMa) deployment
	Parameter
	Value

	Layout
	21 cells with wraparound (ISD: 200m)

	Channel model
	UMa

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth 
	FR1: Option 1: 100 MHz
	FR2: Option 1: 100 MHz

	BS height
	25m

	UE height
	hUT = 3(nfl – 1) + 1.5

	
	Outdoor: nfl = 1
	Indoor:
· nfl ~ uniform(1,Nfl)
· Nfl ~ uniform(4,8)

	BS noise figure
	FR1: 5 dB

	UE noise figure
	FR1: 9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Ideal

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	44 dBm per 20 MHz
51 dBm per 100 MHz

	UE Tx max power
	FR1: 23 dBm

	TDD Frame structure 
	Option 1: DDDSU

	Mechanical Downtilt
	Baseline: 12 degrees

	Electrical Downtilt
	6 degrees

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	FR1: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2), (dH, dV) = (0.5λ, 0.5λ)
	FR2: 2TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1), (dH, dV) = (0.5λ, 0.5λ)
Grid of Beams
· Azimuth angles: {33.75, 56.25, 78.75, 101.25, 123.75, 146.25, 33.75, 56.25, 78.75, 101.25, 123.75, 146.25} degrees
· Elevation angles: {-22.5, -22.5, -22.5, -22.5, -22.5, -22.5, -67.5, -67.5, -67.5, -67.5, -67.5, -67.5} degrees

	UE antenna configuration
	FR1: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5λ, 0.5λ)
	FR2: (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
(Mp, Np)=(1, 1)

	Power control parameter
	Open loop, Alpha = 1, P0 = -106 dBm

	Scheduler
	SU-MIMO, proportional fairness in time and frequency domain

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 4OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining


[bookmark: _Ref67948058]
Simulation results
In the following, we illustrate the results obtained with our system level simulator in Dense Urban deployment scenario presented in the previous section. We illustrate the system capacity when UEs run either CG (Section 4.2.1) or VR/AR (Section 4.2.2) applications. Two random placements of UEs in the simulation area have been used as follows:
· Uneven load: All UEs are randomly dropped in the full simulation area according to a spatial uniform distribution. This essentially means that each cell will be serving different number of UEs, hence we call this Uneven load. 
· Even load: UEs are randomly dropped in the simulated area one by one according to a spatial uniform distribution. This process is repeated for all UEs until each cell served exactly the same number of UEs. Note that cell selection for a UE is based on RSRP. 
[bookmark: _Hlk67949385]In the case of uneven load, some cell gets a higher number of connected UEs than other cells, whereas in the even load all cells get the same number of connected UEs. This affects the system capacity as we show hereafter.

Cloud Gaming: DL Capacity
In this section, we illustrate the results on the system capacity obtained for CG application at 30Mbps, with PDB=15ms. Figure 5 shows the ratio of satisfied UEs when cells are unevenly loaded. The ratio of satisfied UEs has been computed with 95% and 99% of frames received within the PDB both in FR1 and FR2 configurations as a function of the average cell load, which is measured in number of UEs. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. According to the 90% limit, we can conclude that in the Dense Urban deployment in FR1 we can support 63 UEs running CG application at 30Mbps when traffic is not evenly distributed across cells (3 UE per cell). In FR2, we can support 63 (3 UE per cell) CG UEs at 30Mbps with UEs unevenly distributed across cells depending if we assume that a UE is fully satisfied when it receives 95% of frames within the PDB. In contrast, if we consider a percentage of frames received within the PDB equal to 99%, we can fully support 24 UEs (2 UE per cell) unevenly distributed across cells in FR2.
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(a) CG in FR1 with X=95%.
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(b) CG in FR1 with X=99%.
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(c) CG in FR2 with X=95%.
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(d) CG in FR2 with X=99%.


[bookmark: _Ref67671496]Figure 5 – Capacity evaluation of CG traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and cells unevenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Figure 6 shows the ratio of satisfied UEs when cells are evenly loaded. The ratio of satisfied UEs has been computed with 95% and 99% of frames received within the PDB both in FR1 and FR2 configurations as a function of the average cell load, which is measured in number of UEs. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. We can observe that when UEs is evenly distributed across cells we can support more CG services since traffic load is balanced across cells. In all cases, as illustrated in the Figures we gain 1 or 2 UEs per cell.
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(a) CG in FR1 with X=95%.
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(b) CG in FR1 with X=99%.
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(c) CG in FR2 with X=95%.
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(d) CG in FR2 with X=99%.


[bookmark: _Ref67673370]Figure 6 – Capacity evaluation of CG traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and cells evenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Observation 3: When we consider CG traffic model at 30Mbps for a Dense Urban deployment, we can support a number of UEs per cell indicated in Table 8.

[bookmark: _Ref68044422]Table 8 – System capacity for CG (PDB=15ms) at 30Mbps [#UEs/cell]
	
	X=95%
	X=99%

	
	Uneven Load
	Even Load
	Uneven Load
	Even Load

	FR1
	3
	5
	3
	4

	FR2
	3
	5
	2
	4



Observation 4: The method used for the random placement of UEs in the simulation area affects the system capacity. The even load random placement results in higher system capacity than uneven load placement by up to 2 UE/cell in Dense Urban deployments for CG applications at 30Mbps. 


Augmented/Virtual Reality: DL Capacity
In this section, we illustrate the results on the DL system capacity obtained for CG application, namely with PDB=10ms. Two placements of UEs in the simulation area have been used that results in cells unevenly and evenly loaded. In the case of uneven load, some cell gets a higher number of connected UEs than other cells, whereas in the even load all cells get the same number of connected UEs. 

Figure 7 shows the ratio of satisfied UEs when cells are unevenly loaded. The ratio of satisfied UEs has been computed with 95% and 99% of frames received within the PDB both in FR1 and FR2 configurations as a function of the average cell load, which is measured in number of UEs. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. According to the 90% limit, we can conclude that in the Dense Urban deployment we can support 24 UEs running VR/AR application at 30Mbps both in FR1 and FR2 when traffic is not evenly distributed across cells.
	[bookmark: _Hlk67681773][image: ]
(a) AR/VR in FR1 with X=95%.
	[image: ]
(b) AR/VR in FR1 with X=99%.
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(c) AR/VR in FR2 with X=95%.
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(d) AR/VR in FR2 with X=99%.


[bookmark: _Ref67682223]Figure 7 – Capacity evaluation of AR/VR traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and cells unevenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Figure 8 shows the ratio of satisfied UEs when cells are evenly loaded. The ratio of satisfied UEs has been computed with 95% and 99% of frames received within the PDB both in FR1 and FR2 configurations as a function of the average cell load, which is measured in number of UEs. The dashed black line indicates the 90% limit on the number of satisfied UEs to measure the system capacity. We can observe that when UEs is evenly distributed across cells we can support more CG services since traffic load is balanced across cells. In all cases, as illustrated in the Figures we gain 1 UEs per cell with respect to the uneven loaded case. More specifically, we can support 3 UEs per cell running AR/VR applications.
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(a) CG in FR1 with X=95%.
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(b) CG in FR1 with X=99%.
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(c) CG in FR2 with X=95%.
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(d) CG in FR2 with X=99%.


[bookmark: _Ref67682362]Figure 8 – Capacity evaluation of AR/VR traffic in FR1 and FR2 with X={95%, 99%} of frames received within PDB and cells evenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Observation 5: When we consider AR/VR traffic model at 30Mbps for a Dense Urban deployment, we can support a number of UEs per cell indicated in Table 9.

[bookmark: _Ref68044909]Table 9 – System capacity for AR/VR (PDB=15ms) at 30Mbps [#UEs/cell]
	
	X=95%
	X=99%

	
	Uneven Load
	Even Load
	Uneven Load
	Even Load

	FR1
	2
	3
	2
	3

	FR2
	2
	3
	2
	2-3




Observation 6: The method used for the random placement of UEs in the simulation area affects the system capacity. The even load random placement results in higher system capacity than uneven load placement by 1 UE/cell in Dense Urban deployments for AR/VR applications at 30Mbps. 

Pose/Control: UL Capacity
In this section, we illustrate the results on the UL system capacity obtained considering the Pose/Control traffic model used to capture the pose/control information periodically transmitted in UL by UEs hosting a CG or VR/AR application. We show here only the results with uneven load (worst case of traffic distribution) in FR1. Figure 9 clearly shows that 5G NR can serve up to 5 UEs per cell when we consider X={95%, 99%} and Y=90%. Therefore, the bottleneck to the system capacity is represented by DL for CG and AR/CR applications when only pose/control information is transmitted in UL.
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(a) Pose/control in FR1 with X=95%.
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(b) Pose/control in FR1 with X=99%.


[bookmark: _Ref67947076]Figure 9 – Capacity evaluation (UL) of Pose/Control traffic in FR1 and FR2 with X={95%, 99%} of packets received within PDB and cells unevenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).

Observation 7: When we consider Pose/Control model for UL traffic with packet size equal to 100 bytes and constant inter-arrival time equal to 4ms, we can support at least 5 UEs per cell in UL. Further optimization of UL transmit power control settings is expected to result in additional improvements.


Summary
In this contribution we have discussed performance results in indoor and outdoor deployments and bottlenecks that could be improved to increase 5G NR system capacity. Those naturally require further studies and discussions. In summary, following observations have been made:

Observation 1: When we consider CG traffic model at 30Mbps for an InH deployment, we can support the number of UEs per cell indicated in Table 5.

Observation 2: When we consider VR/AR traffic model at 30Mbps for an InH deployment, we can support the number of UEs per cell indicated in Table 6.

Observation 3: When we consider CG traffic model at 30Mbps for a Dense Urban deployment, we can support a number of UEs per cell indicated in Table 8.

Observation 4: The method used for the random placement of UEs in the simulation area affects the system capacity. The even load random placement results in higher system capacity than uneven load placement by up to 2 UE/cell in Dense Urban deployments for CG applications at 30Mbps. 

Observation 5: When we consider AR/VR traffic model at 30Mbps for a Dense Urban deployment, we can support a number of UEs per cell indicated in Table 9.

Observation 6: The method used for the random placement of UEs in the simulation area affects the system capacity. The even load random placement results in higher system capacity than uneven load placement by 1 UE/cell in Dense Urban deployments for AR/VR applications at 30Mbps.

Observation 7: When we consider Pose/Control model for UL traffic with packet size equal to 100 bytes and constant inter-arrival time equal to 4ms, we can support at least 5 UEs per cell in UL. Further optimization of UL transmit power control settings is expected to result in additional improvements.


All previous observations are captured and summarized by the following tables:

	
	InH deployment

	
	CG (30 Mbps)
	VR/AR (30 Mbps)

	
	X=95%
	X=99%
	X=95%
	X=99%

	FR1 (100 MHz)
	2
	2
	2
	2

	FR2 (100 MHz)
	5
	5
	5
	4

	FR2  (200 MHz)
	>10
	>10
	>10
	10




	
	Dense Urban deployment

	
	CG (30 Mbps)
	VR/AR (30 Mbps)

	
	X=95%
	X=99%
	X=95%
	X=99%

	
	Uneven Load
	Even Load
	Uneven Load
	Even Load
	Uneven Load
	Even Load
	Uneven Load
	Even Load

	FR1 
	3
	5
	3
	4
	2
	3
	2
	3

	FR2
	3
	5
	2
	4
	2
	3
	2
	2-3
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