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[bookmark: _Hlk510705081]RAN#91 approved a revised SID on XR Evaluations for NR [1]:
	4.1	Objective of SI or Core part WI or Testing part WI
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
1. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
1. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
1. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution we present our views on traffic models for various XR and CG applications.
Traffic Models
During RAN1-103-e meeting, five different applications of interest were agreed:
· VR1: Viewport-dependent streaming.
· VR2: Split Rendering: Viewport rendering with Time Warp in device.
· AR1: XR Distributed Computing.
· AR2: XR Conversational.
· CG: Cloud Gaming.
Furthermore, during RAN1 104-e meeting, it was agreed to adopt a parametrized statistical traffic model for the evaluation of the above mentioned applications. The agreement also states that the remaining aspects strive to be based on SA4 input.
Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
Below, we discuss the main aspects concerning the open issues of the traffic model for XR and CG.

Parameters for the DL video stream
Packet/frame size
During the RAN1 104-e meeting the following agreement has been reached:
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.

In order to provide the undefined parameters for the packet/frame size, we continue with an analysis of the traces taken from the SA4 traffic generator [2]. We note that the P-traces are the one to interface with a radio simulator. Thus, the trace statistics collected below refers to the P-traces. The application of interest was chosen to be VR2-4 with 60 fps and 30 Mbit/s of bit rate. Below, we provide the Probability Distribution Function (PDF) and Cumulative Distribution Function (CDF) of the packet/frame size from the SA4 P-trace generator:
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	a) PDF of packet/frame size
	b) CDF of packet/frame size

	Figure 1. PDF and CDF of the packet/frame size from the SA4 P-trace generator.


It is noticed that the distribution of the packet/frame size can be well approximated with the Truncated Gaussian distribution. The main parameters of the collected statistical data are given below as:
	Min
	54.7676 Kbytes

	Mean
	58.3215 Kbytes

	Max
	61.7393 Kbytes

	Std dev
	1.3194 Kbytes


Table 1 - Parameters for the frame size distribution.
Therefore, from the plot and table above we further propose the values for the packet (frame) size distribution.

Proposal 1: Adopt the following parameters for the packet (frame) size distribution: 
· STD: 2% of mean packet (frame) size
· Max packet (frame) size: 1.1 x mean packet (frame) size
· Min packet (frame) size: 0.9 x mean packet (frame) size
Other values for the packet (frame) size distribution are optional. 

Jitter
During the RAN1 104-e meeting the following agreement has been reached:
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X[image: ]1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e

We continue with the parametrization of a jitter for a DL video stream. For that purpose, we collected the data related to the frame inter-arrival time from the SA4 traffic generator [2]. The application of interest is VR2-4 with 60 fps and 30 Mbit/s of bit rate. Below we provide a CDF of the inter-arrival time.
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	Figure 2. CDF of the frame inter-arrival time from the SA4 P-trace generator.


	Min
	9.998 ms

	Mean
	16.667 ms

	Max
	35.883 ms

	Std dev
	5.911 ms


Table 2 - Parameters for the inter-arrival time.

From the CDF above it is noted that the inter-arrival time follows a heavy-tailed distribution with the minimal value of around 10ms. We therefore propose to bound it at the maximum value of 22 ms (mean of ~16.6ms + 6ms), to be symmetric around the mean. Following the observed results, we also propose the STD of 3 ms as it gives the best fit. Hence, the following agreement is proposed for jitter modelling:

Proposal 2: Adopt the following parameters for jitter:
· Mean: 0
· STD: 3 ms
· Range: (-6, 6) ms
Other values for the jitter distribution are optional.


UL traffic model for AR2
 
The AR2: XR Conversational use case is based on clause 6.2.8 in TR 26.928 [3]. In an XR conversational and conference services, users participate in a conference call by either wearing an HMD or by using an AR device such as AR glasses. The UL traffic for AR2 can be characterized by current AR pose information and video stream from a camera sent to the XR edge server.  
For a baseline simulation we can start by modeling a single stream of video as a part of the UL traffic model for AR2: XR Conversational, since the traffic model can be taken similarly to DL video stream. The parameters of video are taken from the SA4 and presented next. Average data rate for UL video stream for AR is assumed to be 10 Mbit/s for 1080p resolution while the frame rate is 60 fps. The PDB is assumed to be 10 ms.

Proposal 3: Adopt a single stream of video in UL for AR2: XR Conversational as a baseline. The average data rate is 10 Mbit/s (1080p) and the frame rate is 60 fps. The PDB is 10 ms.

Proposal 4: No jitter is assumed for the UL video stream.


Number of streams per DL and UL
In this subsection, we discuss a number of streams in DL and UL for XR and CG applications to be considered for a simulation.

VR applications
We start by analyzing a number of streams in downlink for “VR2: Split Rendering: Viewport rendering with Time Warp in device” application. From SA4 input [2], it is noted that the content model consists of a rendered scene without audio as the latter considered to be small. We thus propose to concentrate on a single stream per downlink for the VR2 application.
For the VR2 uplink direction, it is noted that the pose update information is sent. The latter is also in line with the SA4 input [2] and thus motivates a single stream per UL in VR2.
Furthermore, since there is no major difference observed in the content model in DL and pose update in UL between VR1 and VR2, we imply one stream in DL and UL for the VR1: Viewport-dependent streaming application.

Proposal 5: Consider a single stream in downlink and single stream in uplink for VR1 and VR2 applications as a baseline.

CG: Cloud Gaming
Next, we continue with a number of streams considered for the CG application. For the CG: Cloud Gaming we observe similar content model for the DL where the audio is neglected as it is considered to be small. The latter is also supported by the input from SA4 [2]. For the UL traffic, we assume a single stream with pose/control information sent.

Proposal 6: Consider a signle stream in downlink and a single stream in uplink for CG application as a baseline.

AR applications
For DL traffic in AR applications we consider 2D or 3D media stream and metadata (including the scene description) sent to the XR device. Depending on the implementation option, the downlink traffic may vary from a heavy video stream to a transmission of a single object. Therefore, for a DL traffic of AR application we consider a single stream.
For UL traffic of AR applications there might be multiple streams including a pose update information and a video stream. We propose to evaluate a video stream for AR as a baseline option as the traffic modeling can be taken similarly to DL video stream.

Proposal 7: Consider a single stream in downlink and a single stream in uplink for AR application as a baseline. Any additional streams consider as optional.


Discussion on differentiation between streams/flows/packets

During RAN1 104-e meeting the following was agreed:
On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc


SA4 proposed a trace generator that delivers the P-traces as an input to the radio simulator. These traces were analyzed in Subsection 2.1 and appropriate parameters for the DL video stream was proposed. P-traces in their turn does not differentiate between the types of video frames or FOV/non-FOV. Therefore, by considering SA4 input as agreed previously we propose the following:


Proposal 8: Following SA4 input, consider no differentiation between the types of packets/frames as well as FOV/non-FOV as the baseline evaluation of XR/CG applications.


 

Conclusion
In this contribution, we discuss the traffic models to be used for evaluating the performance of XR and CG applications on NR. We make the following proposals for the traffic models:
Proposal 1: Adopt the following parameters for the packet (frame) size distribution: 
· STD: 2% of mean packet (frame) size
· Max packet (frame) size: 1.1 x mean packet (frame) size
· Min packet (frame) size: 0.9 x mean packet (frame) size
Other values for the packet (frame) size distribution are optional. 
Proposal 2: Adopt the following parameters for jitter:
· Mean: 0
· STD: 3 ms
· Range: (-6, 6) ms
Other values for the jitter distribution are optional.
Proposal 3: Adopt a single stream of video in UL for AR2: XR Conversational as a baseline. The average data rate is 10 Mbit/s (1080p) and the frame rate is 60 fps. The PDB is 10 ms.

Proposal 4: No jitter is assumed for the UL video stream.

Proposal 5: Consider a single stream in downlink and single stream in uplink for VR1 and VR2 applications as a baseline.
Proposal 6: Consider a signle stream in downlink and a single stream in uplink for CG application as a baseline.
Proposal 7: Consider a single stream in downlink and a single stream in uplink for AR application as a baseline. Any additional streams consider as optional.
Proposal 8: Following SA4 input, consider no differentiation between the types of packets/frames as well as FOV/non-FOV as the baseline evaluation of XR/CG applications.
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