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[bookmark: _Toc68635193]1	Introduction
In this paper, we discuss PDSCH/PUSCH processing timeline aspects, PDSCH/PUSCH scheduling enhancements, HARQ feedback aspects for PDSCH, enhancements to DMRS/PTRS, and maximum channel bandwidth for the newly introduced SCSs.
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[bookmark: _Ref178064866][bookmark: _Toc68635194]2	Discussion
[bookmark: _Toc68635195]2.1	PDSCH/PUSCH processing timeline aspects
In RAN1#104e the following agreements were reached regarding processing timeline aspects:Agreement:
· RAN1 use the absolute time duration for 120 kHz SCS as the upper bound for the discussion of UE processing timelines (not related to PDCCH monitoring) for 480 kHz and 960 kHz SCS for NR operation in 52.6 to 71 GHz
· RAN1 strives to reduce the absolute time durations from the upper bound if feasible
· FFS: How to derive timeline values
· Case by case study
· FFS: model-based approach for selected timelines, e.g. exponential models, projection based on log-linear regression, etc.
Agreement:
Further study at least the following aspects of timelines to support both single PDSCH/PUSCH and multi-PDSCH/PUSCH scheduling for NR operation in 52.6 GHz to 71 GHz. 
· Time unit and applicability to selected timelines
· Value and/or range of value
· Potential impact on UE capability
 
Agreement:
· The following UE processing timelines are prioritized for discussion
· PDSCH processing time (N1), PUSCH preparation time (N2), HARQ-ACK multiplexing timeline (N3)
· configuration(s)/default values of k0 (PDSCH), k1 (HARQ), k2 (PUSCH)
· CSI processing time, Z1, Z2, and Z3, and CSI processing units
· Note: the order of the above sub-bullets represents the priority for discussion in descending order
· Companies are encouraged to provide preferred values/ranges of timelines for discussion


As stated in the 3rd agreement, the highest priority is N1, N2, and N3, and in this section we discuss those processing timelines. With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider first the UE PDSCH processing time, , specified in Section 5.3 of TS 38.214. For 120 kHz SCS for FR2 operations, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



As will be shown below, the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology. The HARQ-ACK multiplexing time,, follows the same time scaling pattern as .
Consider next the UE PUSCH processing time, , specified in Section 6.4 of TS 38.214 and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. 
Table 6.4-1: PUSCH preparation time (N2) for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



In order to investigate scaling of the UE processing time to the larger numerologies, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated by 

which increases exponentially with the numerology as mentioned above. The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. 
[bookmark: _Ref61355344]Table 1: Extrapolated PDSCH processing time (N1) and HARQ-ACK multiplexing timeline (N3) for front loaded DMRS case
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N1 [OS]
	8
	10
	17
	20
	
	

	N3 [OS]
	8
	10
	17
	20
	
	

	Estimate [OS]
	8
	11
	15
	20
	37
	50

	Estimate [μs]
	571
	388
	263
	179
	82
	56



The Rel-15 PUSCH scheduling latency can be similarly fitted to a simple formula. The PUSCH preparation time  for numerology  in terms of the number of OS in the respective numerology can be approximated by

[bookmark: _Ref61355593]Table 2: Extrapolated PUSCH preparation time (N2)
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N2 [OS]
	10
	12
	23
	36
	
	

	Estimate [OS]
	9
	14
	23
	36
	91
	144

	Estimate [μs]
	643
	510
	405
	321
	202
	161



The fitted formulae clearly exhibit an exponential increase in UE processing times with higher numerologies as can be further observed in Figure 1.

	[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref60921413]Figure 1: Extrapolated N1, N2, and N3 values expressed in (a) OFDM symbols, (b) slots
As stated in the first agreement above, the absolute time duration for 120 kHz SCS is an upper bound for the discussion of UE processing timelines for 480 kHz and 960 kHz SCS. With this upper bound, the processing time N1 = 20 OSs for 120 kHz SCS (from Table 1) scales to 80/160 OSs for 480/960 kHz SCS, respectively, which translates to roughly 6/11 slots. This means that it would take 11 slots before the UE can send back a HARQ-ACK result for the case of 960 kHz. Worse yet, with this scaling, the processing time N2 = 36 OSs for 120 kHz SCS (from Table 2) scales to 144/288 OSs for 480/960 kHz SCS, respectively, which translates to roughly 10/20 slots. This means that it would take 20 slots for the UE to prepare a scheduled PUSCH. With these values, the grant delay (grant transmission + processing + PUSCH preparation) induce more than 50% protocol latency overhead for scheduled UL transmissions. Such large L1 latencies for N1, N2, N3 are clearly not compatible with designing high performance NR operation in the 52.6 to 71 GHz range for a wide range of important use cases including, e.g., factory automation and industrial IoT applications.
In contrast, the scaling using the fitted formulas for N1, N2, N3 (see Figure 1(b)) which extrapolate the Rel-15 values, result in the latencies of roughly N1 & N3 = 3/4 slots and N2 = 6/10 slots for 480/960 kHz, respectively. These correspond to values that are roughly half of those provided by the upper bound. In our view, this provides a better starting point than the upper bound, and some further tightening of processing should be discussed to enable high performance NR operation in the 52.6 to 71 GHz range to take advantage of the large available bandwidth.
[bookmark: _Toc61809009][bookmark: _Toc61809010][bookmark: _Toc61523172][bookmark: _Toc61809011][bookmark: _Toc68618567]UE PDSCH/PUSCH processing timelines for SCS > 120 kHz need to be tightened compared to those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz. 
[bookmark: _Toc61523182][bookmark: _Toc61808854][bookmark: _Toc61523183][bookmark: _Toc61808855][bookmark: _Toc61523184][bookmark: _Toc61808856][bookmark: _Toc61523188][bookmark: _Toc61808860][bookmark: _Toc61523208][bookmark: _Toc61808880][bookmark: _Toc61523209][bookmark: _Toc61808881][bookmark: _Toc61523215][bookmark: _Toc61808887][bookmark: _Toc61523255][bookmark: _Toc61808927][bookmark: _Toc61523256][bookmark: _Toc61808928][bookmark: _Toc61523257][bookmark: _Toc61808929][bookmark: _Toc61523258][bookmark: _Toc61808930][bookmark: _Toc61523259][bookmark: _Toc61808931][bookmark: _Toc61523316][bookmark: _Toc61808988][bookmark: _Toc61523317][bookmark: _Toc61808989][bookmark: _Toc61523318][bookmark: _Toc61808990][bookmark: _Toc68628854]RAN1 should strive to narrow down the range of UE processing latencies early in the WI phase, particularly those related PDSCH/PUSCH processing (N1, N2, N3), to enable  multi-PDSCH/PUSCH design to proceed. A reasonable starting point for discussion is an exponential function  fitted to the Rel-15 values that provides extrapolated values of N1, N2, and N3 for 480 and 960 kHz (µ = 5 and 6, respectively).
We note that issues (long latencies) are observed for the CSI computation time (Z1, Z2, and Z3) as defined in clause 5.4 of 38.214 when extrapolated to 480/960 kHz SCS. However, discussions on tightening of these processing times can occur later in the work item as they do not block design of multi-PDSCH/PUSCH.
[bookmark: _Hlk60674478][bookmark: _Toc68635196]2.2	PDSCH/PUSCH scheduling enhancements
In RAN1#104e the following agreements were reached regarding multi-PDSCH/PUSCH scheduling:
Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.

Agreement:
The multi-PUSCH scheduling defined in Rel-16 NR-U is the baseline for multi-PUSCH scheduling in Rel-17.
· FFS: Applicability to multi-PDSCH scheduling. 

Agreement:
· For the multi-PUSCH scheduling in Rel-17, study the enhancement of the following in addition to Rel-16 multi-PUSCH scheduling.
· CBGTI: Whether or not CBG (re)transmission is supported when more than one PUSCHs are scheduled (Already supported when only one PUSCH is scheduled).
· CSI-request: Whether to apply same or different rule compared to Rel-16 (e.g., the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline).
· TDRA: Down-select among
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 2: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (that can be non-continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 3: TDRA table is extended such that each row indicates up to 8 multiple PUSCH groups (that can be non-continuous between PUSCH groups). Each PUSCH group has a separate SLIV, mapping type and number of slots/PUSCHs N. Within each PUSCH group, N PUSCHs occupy the same OFDM symbols indicated by the SLIV and mapping type. The number of scheduled PUSCHs is the sum of number of PUSCHs in all PUSCH groups in the row of the TDRA table signalled in DCI.
· FDRA: Whether/how to enhance FDRA e.g., by increasing RBG size or changing allocation granularity
· Frequency hopping: Whether/how to support frequency hopping for scheduled PUSCHs, e.g., inter-PUSCH/intra-PUSCH hopping
· URLLC related fields such as priority indicator and open-loop power control parameter set indication: Whether/how to apply URLLC related fields for scheduled PUSCHs
· Applicability to multi-PDSCH scheduling in Rel-17. 
· Note: Other enhancements are not precluded.


In this section the FFSs identified in the above agreements and some other remaining design issues are discussed.
[bookmark: _Toc68635197]2.2.1	Maximum number of PDSCHs/PUSCHs scheduled with a single DCI
Multi-PDSCH/PUSCH scheduling with a single DCI is beneficial for reducing DL/UL switching, reducing PDCCH overhead, reducing PDCCH monitoring frequency and improving UE power saving, especially for NR operation in frequency bands above 52.6 GHz, where the slot duration becomes very short from the application of large subcarrier spacings. However, a few drawbacks can be identified if the number of PDSCHs/PUSCHs by the DCI becomes excessively large.
First of all, the size of the scheduling DCI increases with increased number of PDSCHs/PUSCHs being scheduled. More specifically, the sizes of RV, NDI and any other PDSCH/PUSCH-specific fields in the DCI increase linearly with the number of scheduled PDSCHs/PUSCHs. A larger DCI size has negative impact on the link budget for PDCCH in general. 
Secondly, when an excessively large number of PDSCHs are scheduled by a single DL DCI and the corresponding HARQ ACK information are multiplexed and transmitted in a single PUCCH/PUSCH transmission, the HARQ ACK latency might become too long for the first scheduled PDSCHs. It might be possible to reduce the HARQ ACK latency for these PDSCHs by allowing HARQ ACK information corresponding to different PDSCHs scheduled by a single DCI to be reported in different PUCCH/PUSCH transmissions. However, it can be foreseen that such a mechanism could become very complicated.
Thirdly, from an implementation perspective, supporting an excessively larger number of PDSCHs/PUSCHs scheduled by a single DCI can be very challenging in terms of high-speed memory consumption in Layer 1, due to longer memory turn-around time. 
Last but not least, supporting too large a number of PDSCHs/PUSCHs scheduled by a single DCI consumes too large a number of HARQ processes, which might require too large an increase in the maximum number of HARQ processes.
Multi-PUSCH scheduling in Rel-16 supports maximum 8 PUSCH scheduled with a single DCI. It is noticed that for 960 kHz SCS, batch scheduling of 8 PDSCH/PUSCHs with a single DCI gives similar scheduling granularity as single-slot PDSCH scheduling with 120 kHz SCS in FR2.
Based on the above analysis, we propose the following which we believe provides a good balance amongst the above aspects.
[bookmark: _Toc68628855]The maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI is 8.

[bookmark: _Toc68635198]2.2.2	Maximum number of HARQ processes
Determining maximum number of HARQ processes supported for PDSCH/PUSCH needs to consider UE PDSCH processing latency and UE PUSCH preparation time.
UE PDSCH processing latency Tproc,1 counts from the end of the last symbol of the PDSCH to the first uplink symbol of the associated PUCCH; it is a function of the parameter N1 discussed in Section 2.1. UE PUSCH preparation time Tproc,2 counts from the end of the last symbol of PDCCH carrying the UL DCI to the first uplink symbol of the corresponding PUSCH; it is a function of the parameter N2 discussed in Section 2.1. Tproc,1 and Tproc,2 values are SCS dependent. According to the current specification, for 120 kHz SCS Tproc,1 is approximately 20 or 24 OFDM symbols, corresponding to approximately 2 slots; Tproc,2 is approximately 36 OFDM symbols, corresponding to approximately 2.5 slots. For the new SCS of 480 and 960 kHz being introduced for NR beyond 2.6 GHz, assuming the UE processing timelines are not significantly tightened compared to the upper bound discussed in Section 2.1, Tproc,1 and Tproc,2 corresponds to much larger number of symbol and slots for SCS 480/960 kHz compared to 120 kHz. For example, for 960 kHz SCS, Tproc,1 and Tproc,2 correspond to approximately 16 and 20 slots respectively.
Figure 2 demonstrates a DL bulk data transfer example with a DL-centric TDD pattern assuming Tproc,1 = 16 slots for 960 kHz SCS. In this example, to maintain similar DL/UL switch frequency as in FR2, the TDD pattern for 960 kHz SCS is based on a typical 4-1 TDD pattern at 120 kHz SCS (i.e., 4 DL slots and 1 UL slot) with slot replaced with slot bundle (8 slot per bundle). Due to the long UE processing latency, PDSCHs with HARQ processes 0-15 transmitted in slot 0-15 will not be acknowledged until slot 32, i.e., a 16 slots delay from the PDSCH with HARQ process 15 until the PUCCH. This means, PDSCHs scheduled in slot 16-31 need to be assigned with new HARQ processes in order to avoid HARQ process starvation. It is self-evident that at least 32 HARQ processes are required to ensure continuous DL data transmission at least in one DL transmission burst in this example.


[bookmark: _Ref66432069]Figure 2: DL bulk data transfer example with DL centric TDD pattern (4-1)
Similar problem is also observed in UL bulk data transfer. Due to the long UE PUSCH preparation time, the current limit of number of HARQ processes needs to be increased to enable continuous PUSCH scheduling in UL-centric use cases.
To summarize, considering the much larger UE PDSCH processing latency and PUSCH preparation time in terms of numerology with larger SCS, an increase of the number of HARQ processes may become necessary in order not to throttle data throughputs due to HARQ process starvation.
In RAN1#102-e it was agreed to increase the maximum number of HARQ processes from 16 to 32 to mitigate the long channel propagation delay in Non-Terrestrial Network (NTN) (see [7]). Hence it is very convenient to reuse the NTN agreement in the development of NR beyond 52.6 GHz.
[bookmark: _Toc68628856]Increase maximum number of DL and UL HARQ processes in Rel-17 from 16 to 32.

[bookmark: _Toc68635199]2.2.3	Applicability of multiple PDSCH/PUSCH scheduling to different SCSs
It has been agreed that single-slot scheduling with slot-based monitoring is supported for at least for 120 kHz SCS. On top of this agreement, it is FFS whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz SCS.
Scheduling multiple PDSCH/PUSCHs with a single DCI have been identified to be beneficial to reduce DL/UL switching, reduce PDCCH overhead, reduce PDCCH monitoring frequency and improve UE power saving. The benefit is most obvious for large SCS such as 480 and 960 kHz where the slot duration is extremely short. On the other hand, some companies have expressed a concern on longer scheduling latency when applying multiple PDSCH/PUSCH scheduling to 120 kHz SCS.
The worst case additional scheduling latency is the slot duration times the number of PDSCHs/PUSCHs being scheduled. For 120 kHz SCS, assuming the maximum number of PDSCH/PUSCH can be scheduled by a single DCI is 8, the worst case additional scheduling latency is 1 ms. Considering eMBB uses cases, this latency is not large, and typical latency requirements can still be met for this use case. Furthermore, supporting multi-PDSCH/PUSCH scheduling also for 120 kHz SCS collects all benefits from multiple scheduling with marginal cost in both standardization and implementation. For user applications that are more sensitive to scheduling latency, single-slot scheduling with slot-based monitoring can always be used. 
We also notice that both single and multiple PUSCH scheduling is currently supported for 120 kHz SCS in Rel-16. Hence, we see no reason to artificially preclude multi-PDSCH scheduling for 120 kHz in Rel-17. Moreover, according to the likely mechanism to be supported for both multi-PUSCH and multi-PDSH, it is simply a matter of RRC configuration of the TDRA table that controls the number of scheduled PxSCHs, and by configuration any number between 1 and the maximum number can be configured for any row of the table. There is no reason to preclude configuring a particular value based on SCS.
Based on this discussion, we have the following proposal:
[bookmark: _Toc68628857]Support single-slot scheduling with slot-based monitoring for 480 and 960 kHz SCSs.
[bookmark: _Toc68628858]Support multiple PDSCH scheduling for 120 kHz SCS.

[bookmark: _Ref61610332][bookmark: _Toc68635200]2.2.4	Time domain resource allocation aspects
Regarding time domain resource allocation for multiple PUSCH scheduling in Rel-17, three different alternatives were proposed in the last meeting. Alt-1 supports only contiguous slot allocation, similar as multiple PUSCH scheduling in Rel-16; Alt-2 supports non-contiguous slot allocations; Alt-3 supports PUSCH grouping, with contiguous slot allocation in each group and non-contiguous slot allocation across different groups. 
From a scheduling perspective, a gNB scheduler needs to time multiplex PDSCH/PUSCH transmission with other downlink or uplink channels, such as SSB, PDCCH, CSI-RS, PUCCH, PRACH, SRS, etc. Some of these downlink and uplink channels are scheduled periodically and cannot be shifted in time. The gNB scheduler also needs to follow certain TDD pattern (periodic DL/UL slot allocation). When serving a large number of UEs in a cell, the PDCCH monitoring period and offset are UE-specific configurations. From the network’s point of view, the gNB can stagger/offset the PDCCH transmissions for different UEs in different slots. In short, the gNB is faced with many scheduling constraints when scheduling PDSCH or PUSCH for a particular UE.
Multi-PUSCH scheduling in Rel-16 only supports contiguous slot allocation. This constraint makes sense for unlicensed operation in the 5/6 GHz where it is beneficial to avoid gaps greater than 16 us to avoid forcing additional LBT operations. For NR operation beyond 52.6 GHz, this constraint does not exist, especially when LBT is not used. To make the multi-PDSCH/PUSCH scheduling feature more useful in practice, it seems necessary to remove the contiguous allocation constraint, so that a sequence of PDSCH/PUSCH transmission can be efficiently scheduled. For example, the PDSCH/PUSCH transmissions can be scheduled as to avoid colliding with other periodic DL or UL channels. Such flexibility is needed specially when configuring very limited PDCCH occasion. This can be achieved by indicating separate K0/K2 value for each PDSCH/PUSCH SLIV in the rows in the Time Domain Resource Allocation Table for multi-PDSCH/PUSCH scheduling. Scheduling gaps can be indicated by proper K0/K2 settings. The advantage of this approach is that it reuses the existing TDRA framework as much as possible.
Regarding Alt-3, we think this approach introduces additional complexity to the TDRA table while similar scheduling flexibility and can also be achieved with Alt-2, especially when separate K2 value is specified for each PUSCH scheduled by a single DCI.
[bookmark: _Toc68628859]Support Alt-2 with separate SLIV, mapping type, and scheduling offset K2 for each scheduled PUSCH. Support similar TDRA table with separate SLIV, mapping type and scheduling offset K0 for each scheduled PDSCH.

[bookmark: _Toc68635201]2.2.5	Frequency domain resource allocation aspects
It is obvious that NR operation in frequency bands above 52.6 GHz will be characterized by directional transmission and reception from usage of large antenna array to achieve reasonable radio performance. When analog beamforming is used, a transmitter or a receiver can only form its beam in one direction at a given time instance. Frequency domain resource multiplexing among different UEs is often not possible especially when the beam becomes narrower as the antenna array size increases in higher frequency bands. Hence, in higher frequency bands, it doesn’t give as much benefit to support frequency resource allocation in as fine a granularity as in the lower frequency bands.
Since the frequency domain resource allocation (FDRA) field in the DL/UL DCI formats accounts for a significant part of the total DCI sizes, adopting a more coarse frequency domain resource allocation granularity can help to reduce the FDRA field size and hence improve PDCCH coverage.
Table 3 lists the Nominal RBG size P and the corresponding number of FDRA bits for Resource Allocation Type 0 in a DL or UL DCI format. Configuration 1 and 2 are defined in the current specs. The maximum RBG size is limited to 16 RBs. We add a third RBG configuration (Configuration 3) in the table to illustrate how the size of the FDRA field in DCI can be greatly reduced with increased RBG size. For Configuration 3 we consider two possible options for P and the corresponding FDRA size. The two options are separated by ‘/’. One can see that with P = 64 RBs, only 5 bits are needed to indicate frequency domain resource allocation in a BWP of 275 RBs.
[bookmark: _Ref60955672]Table 3: Normal RBG size (P) and FDRA field size, Resource Allocation Type 0
	Bandwidth Part Size
	Configuration 1
	Configuration 2
	Configuration 3

	
	P
	FDRA size
	P
	FDRA size
	P
	FDRA size

	1 – 36
	2
	18
	4
	9
	4/8
	9/5

	37 – 72
	4
	18
	8
	9
	8/16
	9/5

	73 – 144
	8
	18
	16
	9
	16/32
	9/5

	145 – 275
	16
	18
	16
	18
	32/64
	9/5



FDRA field size for Resource Allocation Type 1 is determined by the Resource Allocation Granularity (P) together with BWP size. Current specification specifies P value of 1,2,4,8 and 16 RBs for DCI format 0_2 and 1_2. For the other DL/UL DCI formats the P value is implicitly set to 1. To reduce the FDRA granularity and DCI size used for multi-PUSCH/PDSCH scheduling, P values other than 1 can be also specified for DCI format 0_1 and 1_1. Table 4 tabulates the P values and the corresponding FDRA field sizes assuming maximum BWP size. If the P value could be further extended to 32 RBs, the corresponding FDRA field size could be reduced to 6 bits.
[bookmark: _Ref60993953]Table 4: Resource Allocation Granularity (P) and FDRA field size, Resource Allocation Type 1
	Resource Allocation Granularity (P)
	FDRA size (BWP size = 275)

	1
	16

	2
	14

	4
	12

	8
	10

	16
	8

	32
	6



[bookmark: _Toc68628860]Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
[bookmark: _Toc68628861]Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size. 

[bookmark: _Toc68635202]2.2.6	Frequency hopping
The agreement listed at the beginning of Section 2.2 contains the following FFS:
Frequency hopping is supported in Rel-15/16 for PUSCH with uplink resource allocation Type 1 (i.e., contiguous frequency domain resource allocation) to achieve frequency diversity. Frequency hopping is semi-statically configured in RRC and dynamically enabled/disabled by the scheduling DCI. Two frequency hopping modes are supported: intra- and inter-slot hopping. Intra-slot hopping is supported for the following three schemes and inter-slot hopping for the latter two:· Frequency hopping: Whether/how to support frequency hopping for scheduled PUSCHs, e.g., inter-PUSCH/intra-PUSCH hopping


· single-slot PUSCH
· multi-slot PUSCH (Type A and B repetition)
· multi-PUSCH scheduling with a single DCI
For multi-PUSCH scheduling with a single DCI in Rel-17, we see no reason to preclude intra-slot hopping within each PUSCH or inter-slot hopping between PUSCHs scheduled by the same DCI since this can be beneficial for robustness. One point of difference between Rel-16 and Rel-17 is that for Rel-17, we propose that the restriction of contiguous slots be lifted for multi-PUSCH scheduling with single DCI (see proposal in Section 2.2.4). With non-contiguous slots, the inter-slot hopping formula in 38.214 Section 6.3.1 may need modification so the hopping counter increments across PUSCHs rather than being tied to the slot number within a radio frame. This guarantees that a frequency hop occurs for each PUSCH, regardless of the allocated slots.
[bookmark: _Toc68628862]Support intra- and inter-slot frequency hopping for multi-PUSCH scheduling with a single DCI. For inter-slot hopping, consider modifying the hopping counter such that it increments across the scheduled PUSCHs rather than being tied to the slot number within the radio frame.

[bookmark: _Toc68635203]2.2.7	URLLC related fields in DCI Format 0_1
DCI Format 0_1 in Rel-16, which is used for the scheduling of one or multiple PUSCHs in a serving cell, contains a few URLLC related fields as listed below:
Priority indicator: Indicating PHY priority of the scheduled PUSCH or the activated configured grant for UL collision handling and for proper mapping of data from certain LCH to the scheduled PUSCH.
Open-loop power control parameter set indication: Dynamic indication of open loop power control parameter set for inter-UE UL preemption.
In multiple PUSCH scheduling, we don’t see strong motivation to specify different priority indices or different open-loop power control parameter sets for multiple PUSCHs scheduled by a single DCI. In our view, it is straight forward that priority indicator and open-loop power control parameter set indication carried in a DCI should apply to all PUSCHs scheduled by the DCI.
[bookmark: _Toc68628863]When DCI Format 0_1 is used for scheduling multiple PUSCHs, priority indicator and open-loop power control parameter set indication fields in the DCI should apply to all PUSCHs being scheduled.

[bookmark: _Toc68635204]2.2.7	Other DCI design aspects for multi-PDSCH scheduling
Multi-PUSCH scheduling in Rel-16 is configured via a TDRA table whose entries schedule one or multiple PUSCHs. A number of enhancements have been for UL DCI Format 0_1 to be able to schedule multiple PUSCHs. Multi-PDSCH scheduling in the DL is similar to Multi-PUSCH scheduling to a large extent. Hence it is beneficial to leverage the multi-PUSCH scheduling design for multi-PDSCH scheduling in Rel-17. Analogous to the PUSCH TDRA table for multi-PUSCH, a new PDSCH TDRA table can be configured with entries scheduling one or multiple PDSCHs. When multi-PDSCH scheduling is configured, the TDRA field in DCI Format 1_1 points to one of the entries in the TDRA table for multi-PDSCH. Additionally, analogous to UL DCI Format 0_1, the following enhancements can be done to DL DCI Format 1_1 to support scheduling multiple PDSCHs with a single DCI:
HARQ process ID
The HARQ process ID indicated by the DCI applies to the first PDSCH. HARQ process ID is then incremented by 1 for each subsequent PDSCH(s) in the scheduled order, with modulo NHARQ,MAX operation applied, where NHARQ,MAX is the maximum number of HARQ processes.
MCS
The MCS field in the DCI applies to all PDSCHs.
RV and NDI
The RV field and NDI field in DCI, respectively, contain multiple RV and NDI values. The RV and NDI values, respectively, are one to one mapped to the scheduled PDSCH(s) with the corresponding transport block(s) in the scheduled order. The number of RV and NDI values in the DCI is determined by the maximum number of schedulable PDSCHs among all entries in the multi-PDSCH TDRA table.
[bookmark: _Toc68628864]The multi-PUSCH scheduling defined in Rel-16 NR-U is used as the baseline for designing multi-PDSCH scheduling in Rel-17.
[bookmark: _Toc68628865]Introduce a new RRC TDRA table (pdsch-TimeAllocationListForMultiPDSCH) for multi-PDSCH scheduling in Rel-17.
[bookmark: _Toc68628866]Similar enhancements on HARQ process ID, MCS, RV and NDI fields in DCI Format 0_1 for multi-PUSCH scheduling in Rel-16 are leveraged to DCI Format 1_1 to support multi-PDSCH scheduling in Rel-17.

DCI Format 1_1 may include a field of ZP CSI-RS Trigger, which indicates an aperiodic ZP CSI-RS resource overlapping in frequency and time with the schedule PDSCH, so that the UE can rate-match the scheduled PDSCH around the ZP CSI-RS resource. In multi-PDSCH scheduling, it is yet to be specified to which PDSCH(s) the ZP CSI-RS Triggers should be applied.
Allowing the ZP CSI-RS trigger to be applied to specific PDSCH(s) in multi-PDSCH scheduling can achieve the best scheduling flexibility. However, achieving this flexibility requires quite some additional bits in the DCI (probably proportional to the maximum number of PDSCHs schedulable by a single DCI). On the other hand, the usage of aperiodic ZP CSI-RS is mainly to allow time and frequency multiplexing of PDSCH for one UE with CSI-RS for another UE in the same cell. Our view is that the multiplexing of CSI-RS and PDSCH across multiple UEs is less relevant for operation in mmW bands due to directional transmission. Therefore, it is not motivated to optimize the ZP CSI-RS trigger utilization for multi-PDSCH scheduling for NR above 52.6 GHz at the cost of quite a few additional bits in the DCI.
In the current specification (TS 38.214, 5.1.4.2) the UE behavior in response to aperiodic ZP CSI-RS trggering is defined as following:
When the UE is configured with multi-slot and single-slot PDSCH scheduling, the triggered aperiodic ZP CSI-RS is applied to all the slot(s) of the PDSCH scheduled or the PDSCHs with SPS activated by the PDCCH containing the trigger.
Multi-PDSCH scheduling is somewhat similar to multi-slot PDSCH (PDSCH repetition/slot-aggregation) in the prespective of multiple slot time resource allocation. Therefore, we propose that the same rule of applying ZP CSI-RS trigger to multi-slot PDSCH in the current specification can be adopted to multi-PDSCH scheduling.
[bookmark: _Toc68628867]When multiple PDSCHs are scheduled by a single DCI with DCI Format 1_1, the triggered ZP CSI-RS is applied to all the PDSCHs scheduled by the DCI.

Furthermore, discussion around QCL assumption in multi-PDSCH scheduling is provided in our companion paper [10].

[bookmark: _Toc68635205]2.2.9	Timelines related to multiple PDSCH/PUSCH scheduling
In this section we discuss some scheduling timing parameters, i.e., the PDSCH scheduling offset K0, the PDSCH HARQ feedback delay K1, and the PUSCH scheduling offset K2, in the context of multi-PDSCH/PUSCH scheduling in NR operation beyond 52.6 GHz. Figure 3 gives a DL and a UL data scheduling example to illustrate these timing parameters in multi-PDSCH/PUSCH scheduling.
[image: ] 
[bookmark: _Ref61355312]Figure 3: K0, K1 and K2 in multi-PDSCH/PUSCH scheduling

PDSCH scheduling offset (K0)
PDSCH scheduling offset (K0) is the slot offset between a scheduling DCI and the scheduled PDSCH. K0 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. The current RRC specification defines PDSCH scheduling offset K0 up to 32 slots.
According to the solution we brought up in section 2.2.4 for indicating K0 for multi-PDSCH scheduling, i.e., a separate K0 is specified for each PDSCH in a multi-PDSCH TDRA table, the range of K0 value needs to large enough to cover the last PDSCH in a multi-PDSCH scheduling. Considering the maximum number of PDSCHs in a multi-PDSCH scheduling will most likely be no less than 8 and potential scheduling gaps in between the PDSCHs, the range of K0 needs to be increased.
Furthermore, similar to FR2, latency for potential beam switching between PDCCH and PDSCH reception also needs to be considered when determining the range of K0 value for NR operation beyond 52.6 GHz. In FR2 for 120 kHz SCS, the minimum number of OFDM symbols required by the UE to perform PDCCH reception and applying spatial QCL information received in DCI for PDSCH processing, i.e., timeDurationForQCL, can be 14 or 28 symbols, which corresponding to 8 or 16 slots with 960 kHz SCS. Assuming the same amount of time (in absolute time unit) is needed for the beam switching for frequency bands above 52.6 GHz, the range of K0 value needs to be increased accordingly.
The current RRC specification defines range of K0 from 0 up to 32 slots, which, in our view, is not sufficient for multi-PDSCH scheduling, especially if the UE reception beam switching timeline is not significantly tightened compared to the existing requirement for 120 kHz SCS in FR2.

PDSCH-to-HARQ_feedback delay (K1)
PDSCH-to-HARQ_feedback timing indicator in a DL DCI indicates to the UE the HARQ feedback transmission delay from the ending slot of the scheduled PDSCH to the slot for PUCCH transmission (so-called K1 value). PDSCH-to-HARQ_feedback timing indicator either directly indicates HARQ feedback delay K1 in slots (1 to 8 slots) as for DCI Format 1_0, or map to values for a set of number of slots provided by dl-DataToUL-ACK or dl-DataToUL-ACKForDCIFormat1_2 as for DCI Format 1_1 and 1_2 respectively. The current RRC specification defines HARQ feedback delay K1 up to 15 slots.
It was agreed in the last meeting that, for a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1, where K1 indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs. As such, considering the shorter slot duration, longer PDSCH processing latency (in terms of numerologies) and various of scheduling constraints, it seems necessary to increase the K1 value range. For example, in Section 2.2.2 it was pointed out that the PDSCH processing time for 960 kHz SCS can be up to 16 slots, assuming the UE processing timelines are not significantly tightened compared to the upper bound discussed in Section 2.1. 

PUSCH scheduling offset (K2)
PUSCH scheduling offset (K2) is defined as the slot offset from the scheduling DCI to the slot for PUSCH transmission. K2 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. The current RRC specification defines PUSCH scheduling offset K2 up to 32 slots.
First of all, K2 by definition needs to be larger than the PUSCH preparation time. In Section 2.2.2 it was pointed out that the PUSCH preparation time for 960 kHz SCS can be up to 20 slots, assuming the UE processing timelines are not significantly tightened compared to the upper bound discussed in Section 2.1. That is to say, the PUSCH preparation time by itself can account for a large portion of the K2 range. Moreover, according to the solution we brought up in section 2.2.4 for indicating K2 for enhanced multi-PUSCH scheduling, i.e., a separate K2 is specified for each PUSCH in a multi-PUSCH TDRA table, the range of K2 value needs to be large enough to cover the last PUSCH in a multi-PUSCH scheduling. According to the discussion in the previous sections, it is fair to assume the maximum number of PUSCH in an enhanced multi-PUSCH scheduling is 8 with potential scheduling gaps in between the PUSCHs. Considering the long PUSCH preparation time in terms of slot, the large time span of multi-PUSCH scheduling and the requirement for PUSCH scheduling flexibility, the current range for K2 needs to be increased.

The above discussion on K0, K1 and K2 can be summarized with the observation as follows:
[bookmark: _Toc68618568]The current ranges for PDSCH scheduling offset (K0), PDSCH HARQ feedback delay (K1) and PUSCH scheduling offset (K2) need to be increased to support multi-PDSCH/PUSCH scheduling in the frequency bands above 52.6 GHz at least for 480/960 kHz SCS, if the relevant timelines are not significantly tightened with reference to the existing requirement for 120 kHz SCS in FR2.
In section 2.1, we propose RAN1 to discuss tightening UE processing timelines compared to those for 120 kHz SCS in FR2 to enable high performance NR operation in 52.6 to 71 GHz. Based on the outcome of the timeline discussion, it can be further discussed whether or not and by how much the range of K0, K1, and K2 need to be increased.
[bookmark: _Toc68628868]The discussion on increasing K0, K1 and K2 for multi-PDSCH/PUSCH scheduling should be based on the outcome from the discussion on the UE processing timeline tightening.

In the prior meeting, there was some discussion on what the granularity of indication/configuration of K1 should be. Some companies proposed K1 granularity to be defined in slot bundle at least for large SCS such as 480 and 960 kHz SCS. For us this seems too restrictive. With the restriction of K1 being multiple times of slot bundle size, PUCCH transmission for HARQ ACK corresponding to the scheduled PDSCH(s) can only be scheduled in certain slots that are multiple slot bundles apart from the PDSCH(s) transmission, which leads to longer HARQ feedback delay in order for all scheduled PDSCHs to satisfy the HARQ-ACK timing requirement. For legacy single-slot PDSCH transmission, restricting K1 being multiple times of slot bundle size make it almost impossible to multiplex HARQ ACKs corresponding to adjacent PDSCHs in a single PUCCH transmission.
[bookmark: _Toc68618569]Defining K1 granularity in slot bundle places unnecessary restriction on HARQ ACK scheduling which can result in longer HARQ feedback latency. 
[bookmark: _Toc68618570]For legacy single-slot PDSCH transmission, restricting K1 being multiple times of slot bundle size makes it almost impossible to multiplex HARQ ACKs corresponding to adjacent PDSCHs in a single PUCCH transmission.

[bookmark: _Toc68635206]2.2.10	Multi-PDSCH/PUSCH scheduling and PDSCH/PUSCH repetition
Slot-based repetition is supported for both PDSCH and PUSCH in Rel-15/16 to improve transmission reliability and reduce re-transmission latency in the URLLC use cases. In Rel-16, slot-based PUSCH repetition is also known as PUSCH repetition Type A. In addition, Rel-16 also supports PUSCH repetition Type B to further optimize scheduling latency for the URLLC use cases.
In Rel-16, multi-PUSCH scheduling and PUSCH repetition (Type A or Type B) are supported separately with different TDRA tables, and the UE is not supposed to be configured with both TDRA tables simultaneously. i.e., either multi-PUSCH or PUSCH repetition is enabled, but not both at the same time. This is because multi-PUSCH scheduling and PUSCH repetition in Rel-16 aim to optimize PUSCH transmission in different application scenarios (unlicensed operation in 5/6 GHz band and URLLC, respectively) and it is not motivated to support both features at the same time.
We observe from the note in the agreement shown below, that the legacy PDSCH/PUSCH slot aggregation/repetition is not precluded in Rel-17. We agree, at least when such aggregation/repetition is configured alone, i.e., not combined with multi-PDSCH/PUSCH scheduling. Indeed, PDSCH/PUSCH aggregation/repetition can be useful also for URLLC use cases in NR operation beyond 52.6 GHz.Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.


We also observe from this agreement that following will not be considered in this WI
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
Our understanding is that this was meant to preclude multi-PDSCH scheduling where, for a PDSCH, a TB could span multiple slots (without repetition). We agree with this; however, we think further clarification is needed for the case of repetition.
One of the motivations of introducing multi-PDSCH/PUSCH scheduling in Rel-17 is to reduce the need for the gNB scheduler to operate on a per-slot basis and for the UE to monitor for PDCCH on a per slot basis when the slots are very short, e.g., 480/960 kHz. Since PDSCH/PUSCH repetition already achieves this by way of scheduling a single PDSCH/PUSCH spanning multiple slots, we don't think the combination of multi-PDSCH/PUSCH and repetition is motivated. gNB can configure either multi-PDSCH/PUSCH or PDSCH/PUSCH repetition individually according to the actual application scenarios. Based on this we propose the following:

[bookmark: _Toc68628869][bookmark: _Hlk66201991]Do not support scheduling of multiple PDSCHs with a single DCI where the TB(s) corresponding to one or more of the PDSCHs is(are) mapped over multiple slots by legacy TB repetition (semi-statically configured by pdsch-AggregationFactor or dynamically indicated by repetitionNumber in TDRA table).
[bookmark: _Toc66111168][bookmark: _Toc68628870]As in Rel-16, do not support scheduling of multiple PUSCHs with a single DCI where one or more of the PUSCHs is(are) mapped over multiple slots by legacy TB repetition (Type A or B repetition).

[bookmark: _Toc68635207]2.2.11	Multi-PDSCH scheduling in multi-TRP transmission
Rel-16 supports two different types of multi-TRP transmission schemes in the DL: NC-JT (Non-Coherent Joint Transmission) and multi-TRP for URLLC. In NC-JT, multiple MIMO layers are transmitted to a UE from two TRPs, with each layer only mapped to one of the TRPs. Two flavors of NC-JT exist in Rel-16: single DCI and multi-DCI. For single-DCI, the multiple MIMO layers correspond to a single PDSCH, and the PDSCH is scheduled by a single-DCI from one TRP. For multi-DCI, two separate PDCCHs schedule two separate PDSCHs each from a different TRP.
For the case of single-DCI NC-JT the TCI field in the scheduling DCI points to at least one TCI codepoint associated with two different TCI states, and the Antenna Port field in the scheduling DCI can indicates multiple DMRS ports from two CDM groups. Hence, a DMRS CDM group is associated with a TCI state and a TRP. For NR operation beyond 52.6 GHz, NC-JT can improve the UE throughput by spatial multiplexing, especially for UE equipped with multiple antenna panels and low system load.
Multi-TRP transmission for URLLC is configured by the higher layer parameter repetitionScheme for the case of single-DCI. Three different multi-TRP transmission schemes are supported in Rel-16: fdmSchemeA, fdmSchemeB and tdmSchemeA. For any of the URLLC multi-TRP transmission schemes, two (same or different) redundancy versions of the same PDSCH codeword are transmitted within one slot in an FDM or TDM manner, with each redundancy version from one of the TRPs. As such, the URLLC multi-TRP transmission schemes utilize spatial diversity to improve the reliability of the transmission and reduce re-transmission latency in the URLLC use cases.
It is observed that the multi-TRP PDSCH transmission defined in Rel-16 (NC-JT, fdmSchemeA, fdmSchemeB, tdmSchemeA) is confined within a single slot, as long as repetitionNumber is not configured within the TDRA table for the case of NC-JT. That is to say, the multi-TRP transmission schemes and the multi-PDSCH scheduling can be transparent to each other, hence can be supported simultaneously with limited additional specification effort.
[bookmark: _Toc68628871]Support multi-PDSCH scheduling with a single DCI for multi-TRP transmission in Rel-17 except for the case where the TB(s) corresponding to one or more of the scheduled PDSCHs is(are) mapped over multiple slots by legacy TB repetition.

[bookmark: _Toc68635208]2.3	HARQ feedback aspects
HARQ feedback enhancement for multiple PDSCH scheduling was discussed in RAN1#104e and the following agreement was reached:

Agreement:
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)

Agreement:
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback



[bookmark: _Toc68635209]2.3.1	Dynamic codebook enhancement
Multiple HARQ ACK bits corresponding to multiple PDSCHs can be multiplexed using dynamic codebook and transmitted in same PUCCH or PUSCH resource. The HARQ codebook size is derived from the DAI values carried in the most recent scheduling DCI. For multi-PDSCH scheduling where a number of PDSCHs are scheduled by a single DCI, the problem arises on how to report the corresponding HARQ feedback efficiently and reliably.
In the last meeting three alternative approaches were proposed for DAI counting to support HARQ ACK feedback in multiple PDSCH scheduling:
· Alt-1: C-DAI/T-DAI is counted per DCI as in Rel-15/16 
· Alt-2: C-DAI/T-DAI is counted per scheduled PDSCH 
· Alt-3: C-DAI/T-DAI is counted per M scheduled PDSCHs, where M is a configurable parameter

In DAI counting Alt-1 the DAI values count DCIs as in Rel-15/16. Alt-1 implies that the UE should generate a single HARQ ACK feedback (1 or 2 bits depending on the maximum number of TBs in the PDSCHs) for all PDSCHs scheduled by a single DCI. The natural interpretation of Alt-1 is that time domain bundling of HARQ ACK feedback corresponding to all the PDSCHs scheduled by the DCI should be employed to maintain a common understanding of the codebook size between gNB and UE. With this solution the DAI values in the scheduling DCI directly indicates the size of the HARQ codebook, which makes this solution very robust against loss of PDCCH or PUCCH. The drawback of this solution is that in case any of the scheduled PDSCHs is not decoded correctly, the UE has to report HARQ NACK to the gNB, and the gNB has to re-transmit all the PDSCHs since it doesn’t know which PDSCHs failed, resulting in poor re-transmission efficiency.
In both DAI counting Alt-2 and Alt-3 the DAI values count PDSCHs instead of DCIs. To accommodate multiple PDSCHs scheduled by a single DCI, Alt-2 and Alt-3 would most likely require extending the C-DAI/T-DAI fields with more bits. For example, assuming maximum 8 PDSCHs can be scheduled by a single DCI, for Alt-2, both the C-DAI/T-DAI in the DCI would need to be extended with 3 more bits to provide similar robustness as the legacy DCI against DCI mis-detection and/or failed PUCCH decoding, resulting in a DCI size increase of 6 bits. For Alt-3, the HARQ ACK codebook is of size DAI*M and the number of scheduled PDSCHs should be no larger than DAI*M. If the number of scheduled PDSCHs is less than DAI*M, the remaining unused bits in the HARQ codebook are set to NACK. In general, Alt-3 can be viewed as a way to trade C-DAI/T-DAI bit-width with HARQ ACK codebook size. Alt-3 requires fewer DAI bits compared to Alt-2 at the cost of potentially larger HARQ ACK codebook size, but it still requires more DAI bits than Alt-1 in the DCI.
It is important to mention that in the current specification, C-DAI/T-DAI denotes the accumulative/total number of {serving cell, PDCCH monitoring occasion}-pairs in which a valid DL scheduling DCI is detected, i.e., C-DAI/T-DAI is counted per DCI. Hence a redefinition of C-DAI/T-DAI would be required if either Alt-2 or Alt-3 would be supported. This would lead to a relatively larger impact on the current specification compared to Alt-1 and does not seem motivated. Furthermore, since C-DAI/T-DAI is counted per DCI in Alt-1, there is no need to increase the number of DAI bits in the DCI, in contrast to Alt-2/3.
Based on the above understanding of the situation, we propose a variant of Alt-1. The Alt-1 variant solution (called Alt-1a in the subsequent discussion) improves the HARQ re-transmission efficiency of Alt-1, while still maintaining a fixed number of HARQ feedback bits for each multi-PDSCH scheduling DCI, and avoids changing the UE behaviour on how downlink assignments are counted. In this middle ground solution, the multiple PDSCHs scheduled by a single DCI are evenly split into NHBG time domain bundling groups, where NHBG is an RRC configuration parameter. The UE generates a single HARQ ACK feedback for the PDSCHs that belong to the same HARQ bundling group. The HARQ ACK feedback corresponds to the logical AND of the decoding results for the PDSCHs in each group. For a HARQ ACK feedback transmission in a particular PUCCH, the HARQ ACK codebook size can be correctly derived based on the DAI values in the scheduling DCI and the number of HARQ bundling groups (NHBG). In case the number of scheduled PDSCHs by a DCI is smaller than NHBG, the remaining HARQ feedback bits in the codebook should be set to NACK. Two examples are given in Figure 4 to elaborate the Alt-1a solution, with the number of HARQ bundling groups equal to 2 and the HARQ codebook size calculated as DAI * NHBG = 6.
[image: ]
[bookmark: _Ref61009933]Figure 4: DAI Counting Alt-1a (Alt-1 with HARQ ACK time bundling) in multi-PDSCH scheduling
Table 5 below summarizes the pros and cons for the different DAI counting options. It can be inferred from the table that Alt-1a, which is Alt-1 in combination with configurable HARQ ACK time domain bundling, demonstrates the benefit of smaller specification impact (DAI redefinition not required), smaller DAI bit-width, and better configuration flexibility to achieve good balance between robustness and efficiency in various of application scenarios.
[bookmark: _Ref65015844]Table 5: Comparison among different DAI counting options
	
	Require DAI redefinition
	Retransmission efficiency
	DAI bit-width
	HARQ ACK codebook size
	Comment

	Alt-1
	No
	Low
	Small
	Small
	

	Alt-1a
	No
	Configurable*
	Small
	Configurable*
	Alt-1 in combination with HARQ ACK time bundling

	Alt-2
	Yes
	High
	Large
	Compact**
	

	Alt-3
	Yes
	High
	Medium
	Large***
	

	Note:
* For Alt-1a retransmission efficiency and HARQ ACK codebook size are dependent on HARQ ACK time domain bundling configuration. The network can configure the bundle size to achieve a desired trade-off between re-transmission efficiency and HARQ ACK codebook size.
** HARQ ACK codebook size for Alt-2 is based on the exact number of scheduled PDSCHs. No padding bits are needed.
*** HARQ ACK codebook size for Alt-3 is determined as DAI*M which can be potentially larger than that for Alt-2.



[bookmark: _Toc68628872]Support DAI counting Alt-1a (Alt-1 in combination with configurable HARQ ACK time domain bundling) for dynamic HARQ codebook for multi-PDSCH scheduling.

[bookmark: _Toc68635210]2.3.2	Semi-static codebook enhancement
In Rel-15/16, semi-static HARQ codebook is derived from the candidate PDSCH reception occasions corresponding to the configured set of K1 values, the configured TDRA table, and the targeted PUCCH transmission slot and concatenated across all serving cells. The core of the semi-static codebook determination procedure is to identify a list of candidate PDSCH reception occasions.
The semi-static codebook determination procedure as defined in the current specification can be extended to support multiple PDSCH scheduling. More specifically, a semi-static HARQ ACK codebook in multiple PDSCH scheduling can be determined according to the following procedure:
Step 1: For each K1 value in the configured set of K1 values, determine the candidate PDSCH reception occasions for every row r in the TDRA table. Each row r in the TDRA table schedules one or multiple PDSCHs. The corresponding set of candidate PDSCH reception occasions are identified by placing the last PDSCH in slot (nU - K1), where nU is the slot number for the HARQ ACK codebook transmission, so that the HARQ ACK bits for the PDSCH(s) scheduled by row r can be multiplexed in the HARQ ACK codebook transmitted in slot nU. For each K1, create a set from the union of candidate PDSCH reception occasions over all rows of the TDRA table. 
Step 2: Merge all sets corresponding to the different K1 values together, keeping only unique candidate PDSCH reception occasions. 
Step 3: Generate HARQ ACK bits for the set of unique (pruned) candidate PDSCH reception occasions generated in Step 2. The HARQ-ACK information bits in response to the candidate PDSCH reception occasions are ordered in according to ascending slot indices.
The above extension of the semi-static HARQ ACK codebook determination procedure for multiple PDSCH scheduling is demonstrated by an example in Figure 5. In this example, the set of K1 values consists of {K1_0, K1_1, K1_2}; The multiple PDSCHs are contiguous and the maximum number of PDSCHs scheduled by the rows in the TDRA table is 4; The slot number for the PUCCH transmission (nU) is 13.
For K1_0, K1_1 and K1_2, the corresponding sets of candidate PDSCH reception slots (union of candidate slots from all rows in the TDRA table) are from 8 to 11, from 6 to 9 and from 1 to 4 respectively, as shown in the figure. Merging these three sets of candidate PDSCH reception occasions and keeping only the unique ones gives a set of pruned candidate PDSCH reception occasions in slot {1, 2, 3, 4, 6, 7, 8, 9, 10, 11}. Based on the set of pruned candidate PDSCH reception occasions, the semi-static HARQ ACK codebook can be determined.


[bookmark: _Ref61017740]Figure 5: Semi-static HARQ codebook in multiple PDSCH scheduling
It is worth to highlight that the above extension of the semi-static HARQ ACK codebook determination procedure for multiple PDSCH scheduling can be incorporated into the current semi-static codebook determination procedure with trivial standardization and implementation effort.
Another problem around semi-static codebook in multi-PDSCH scheduling is that the PDSCH processing time requirement might not be fulfilled for some of the PDSCHs scheduled by a DCI, simply because they are too close in time to the scheduled PUCCH transmission. This problem can be mitigated by gNB carefully selecting a proper HARQ feedback delay (K1) value that fulfills the processing time requirement for all scheduled PDSCHs. From the UE perspective, in case some of the PDSCHs can’t be decoded in time for HARQ feedback transmission, UEs should report NACK in the HARQ codebook (same strategy as the HARQ ACK reporting in Rel-15).
[bookmark: _Toc68628873]The current semi-static codebook determination procedure can be extended to support multiple PDSCH scheduling with the procedure summarized in the text above.

[bookmark: _Toc68635211]2.3.3	Enhancement to CBG based HARQ feedback
In Rel-15/16, CBG based HARQ feedback is supported for PDSCH and single-PUSCH scheduled with DCI formats 1_1/0_1. In the DL, CBG transmission information (CBGTI) in the DCI format 1_1 indicates to the UE which CBGs for a PDSCH on a HARQ process are transmitted or re-transmitted. The UE should only process the indicated CBGs and report HARQ feedback for each CBG. In the UL, CBGTI in DCI format 0_1 indicates to the UE which CBGs for a PUSCH on a HARQ process should be transmitted or re-transmitted, analogous to the function of the new data indicator (NDI) field. UE should only transmit in the UL the indicated CBGs.
CBGTI in DCI formats 1_1/0_1 takes 2, 4, 6 or 8 bits depending on the maximum number of CBGs in a TB. If CBG based HARQ feedback would be supported for multi-PDSCH/PUSCH scheduling in NR operation beyond 52.6 GHz, the number of CBGTI bits in a DCI will be scaled up by the maximum number of scheduled PDSCH/PUSCHs. Obviously, this will increase the DCI size and affect PDCCH link budget significantly. The size of HARQ codebook for multi-PDSCH scheduling will also increase dramatically.
Another negative effect of supporting CBG based HARQ feedback in multi-PDSCH/PUSCH scheduling is that HARQ retransmission will become much more complicated. Multiple PDSCHs/PUSCHs scheduled by a same DCI will most likely share the same frequency resource allocation and MCS, and the HARQ process numbers for the PDSCHs/PUSCHs will be consecutive, which doesn’t give the same level of scheduling flexibility as the legacy single PDSCH/PUSCH scheduling. Selective CBG retransmission will introduce a number of new issues to be addressed in the specs around rate matching and resource mapping. The retransmission efficiency will most likely degrade.
Furthermore, CBG-based (re)transmissions are more appropriate in scenarios with time selective fading across the number of scheduled CBGs. For the short slots used in the 52.6 – 71 GHz bands in combination with fairly low mobility, it is not likely that there will be much, if any, time variation of the channel across the scheduled CBGs. Hence, typically, either all CBGs succeed, or all fail, thus removing any potential benefit of CBG based (re)-transmission.
For the similar reasons as discussed above, it was decided that the CBG based HARQ feedback is not supported for multi-PUSCH scheduling in Rel-16. For multi-PDSCH/PUSCH scheduling to be specified in Rel-17, the same strategy should be adopted.
[bookmark: _Toc68628874]Do not support CBG based HARQ feedback for multi-PDSCH/PUSCH scheduling

[bookmark: _Toc68635212]2.3.4	HARQ feedback in multiple PUCCHs 
In the last meeting, it was agreed that in multiple PDSCH scheduling, HARQ-ACK information corresponding to PDSCHs scheduled by a single DCI is multiplexed with a single PUCCH in a slot that is determined based on K1. It was further identified as FFS to discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH occasions.
The main argument to support this optimization option is to improve HARQ ACK feedback latency. However, the technical complexity of supporting HARQ feedback over multiple PUCCH occasions for PDSCHs scheduled by a single DCI is not trivial. Supporting HARQ feedback over multiple PUCCH occasions for PDSCH scheduled by a single DCI implies that a mechanism would be needed to indicate which PUCCH occasions should be used for each scheduled PDSCH.
One possible approach could be to indicate multiple PUCCH occasions in the scheduling DCI (i.e., via multiple K1 values). In addition, it would be needed to specify which PDSCHs are associated with which PUCCH opportunities. 
Another possible approach could be to indicate in the scheduling DCI a single PUCCH occasion (i.e., single K1 value), as in the legacy DL DCI format. The indicated K1 value is only applicable to the PDSCHs that can be processed in time. For the PDSCHs that do not fulfil the processing latency requirement, the K1 value can be interpreted as non-numeric value (NNK1) and the corresponding HARQ feedback is supposed to be scheduled by a subsequent DCI.
For either approach mentioned above, it seems necessary to redefine C-DAI/T-DAI to count PDSCHs instead of DCIs, so that the HARQ ACK codebook can be constructed properly. Moreover, for the first approach, multiple DAI values might need to be indicated in the scheduling DCI, one corresponding to each PUCCH occasion. While for the second approach, it needs to be specified whether the C-DAI/T-DAI counts all the scheduled PDSCHs by the DCI, or only counts the PDSCHs for which HARQ feedback is to be reported in the indicated PUCCH.
There could be many other possible approaches to support multiple HARQ feedback opportunities for multiple PDSCH scheduling. However, it can be foreseen that such technical solutions can be very complicated for both standardization and implementation.
[bookmark: _Hlk64987762]In our view, multi-PDSCH scheduling mainly targets bulk data transmission in eMBB use cases. Further optimization of HARQ feedback latency is not a top-priority requirement. On the other hand, with short slot duration with 480 or 960 kHz SCS, the HARQ-ACK feedback delay is already very short even in multi-PDSCH scheduling. In use cases with stringent HARQ feedback delay requirement, legacy single-slot PDSCH scheduling can always be used.
[bookmark: _Toc68628875]Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.

[bookmark: _Toc68635213]2.4 	Potential PT-RS Enhancements
The following agreement was made in RAN1#104e:Agreement:
· At least existing PTRS design for CP-OFDM is supported for NR operation in 52.6 to 71 GHz.
· Companies are encouraged to study the need of potential PTRS enhancement for CP-OFDM with respect to phase noise compensation performance considering at least the following aspects:
· PTRS density/pattern (e.g. distributed, block-based) and sequence (e.g. cyclic sequence)
· Frequency domain power boosting and its impact to PDSCH performance and PDSCH to DMRS EPRE
· Receiver complexity, including possible aspects related to supporting both existing PTRS design and potential PTRS enhancement
· Possible specification impact of supporting potential PTRS enhancement in addition to existing PTRS design
· Note: PTRS overhead should be accounted for in the evaluations, e.g. by showing spectral efficiency results and/or reporting effective coding rate
· Note: the decision to support potential enhanced PTRS design in addition to existing PTRS design will be made based on performance benefit, receiver complexity and specification effort aspects of enhanced PTRS design together and not purely on the considerations of the specification effort caused by supporting potential enhanced PTRS design in addition to existing PTRS design.

In this agreement, the existing (Rel-15) PTRS design is supported for NR operation in the 52.6 – 71 GHz range. In the previous meeting, there was discussion on whether or not to support an addition PTRS design based on a block-based structure with a cyclic sequence structure, and the agreement encourages companies to study such a candidate design. In this section we provide extensive evaluation results and receiver complexity analysis comparing a direct de-ICI algorithm using the distributed Rel-15 PTRS structure to ICI compensation using the candidate block-based, cyclic sequence (cyclic block) PTRS design. We find that in all scenarios of interest, the ICI compensation performance of the best configuration of Rel-15 PTRS is superior to that of the best configuration of the candidate cyclic block design, and the performance gain is achieved with lower complexity. 
[bookmark: _Toc68635214]2.4.1	Complexity analysis for ICI compensation algorithms 
Let the transmitted symbol and the channel response for sub-carrier  be  and , respectively. The time-varying phase noise induces inter-carrier-interference (ICI) in the frequency domain received signal  [2]:

In the following we discuss two compensation approaches. In the first, a filter on the received signal  is estimated directly such that the filtered received signal becomes approximately free of ICI. We refer to this as the de-ICI algorithm. In the second, the ICI filter  induced by the phase noise is estimated first. In this approach, the received signal is then filtered by the conjugate reverse of the estimated ICI filter [2]. We refer to this as the ICI filter approximation algorithm.
[bookmark: _Toc46307393][bookmark: _Toc47085983]2.4.1.1	Direct de-ICI filtering approach
PTRS are transmitted on sub-carriers . The values of  at these  sub-carriers are hence known and can be used to estimate a de-ICI filter of  taps:

For , the de-ICI filter reduces to single-tap common phase error (CPE) compensation:

It can be observed that

That is, the optimal de-ICI filter is obtained with a match filter to maximize estimation SNR. This observation is also applicable to the multi-tap de-ICI filters discussed below.
For ICI compensation, the -tap de-ICI filter can be obtained from minimizing the residue sum of squares:

This is a least square problem with solution given by

Note that  is a  matrix. For  and ,  are hence small 3x3 and 5x5 matrices, respectively. To compensate the ICI, the received signal  is filtered by  and then fed to the OFDM demodulator.
In the following we provide a complexity analysis of the de-ICI algorithm in terms of the number of required complex multiplies (MUL) as a function of the number of RBs  contained in the PxSCH allocation and the frequency domain density  of PTRS where in Rel-15.
Complexity analysis
Let  and 
· Estimation of the de-ICI filter
· Formation of the  Hermitian matrix : 	 MUL
· There are only  independent values in an  Hermitian matrix. Each value requires  MUL to compute.
· Formation of  vector :	 MUL
· Formation of  vector : 	 MUL
· Solving for : 	  MUL
· The MUL complexity of computing the Cholesky decomposition  is . The MUL complexity of solving  is .
· Filtering of the physical shared channel: 	 MUL
The total MUL complexity is

where it is assumed that the PTRS overhead is given by . For example, the total complexity for the 3-tap direct de-ICI filter is  MUL. For the 5-tap direct de-ICI filter, the total complexity is  MUL.
It is clear the total complexity is dominated by the actual filtering of  MUL.
· The   complexity of solving for  does not scale with the number of RBs allocated to the data channel and hence contributes negligibly to the total complexity.
· The filter estimation constitutes a minor proportion of the complexity. For the 3-tap direct de-ICI filtering with , the filter estimation is approximately 12% of the complexity. For the 5-tap direct de-ICI filtering with , the filter estimation is less than 15% of the complexity. For larger , the complexity contribution of filtering estimation is even smaller.
2.4.1.2	ICI filter approximation approach
To estimate the ICI filter , two approaches have been investigated in the literature. The first approach as discussed in [2] relies on decision feedback of the data sub-carriers to assist the ICI filter estimation. The second approach assumes the availability of known symbols in a block of contiguous sub-carriers [1]. The first approach requires high computational complexity and is unlikely to be suitable for high data rate use cases for NR operation in 52.6 to 71 GHz. We explore the second approach in the following.
Let  denote the sub-carrier indices of the block of  contiguous known PTRS symbols. The object is to estimate a -tap filter  such that

Note that there are only  equations in the above because  is not known if  or . In comparison, the direct de-ICI filtering approach in the previous section always utilizes as many equations as the  known reference symbols regardless of the value of . That is, given the same amount of reference symbols, the direct de-ICI filtering approach in the previous section has higher reference symbol efficiency than the ICI filter approximation approach in this section.
Issue 1: ICI filter estimation with block PTRS does not fully utilize all received PTRS symbols.

The finite tap approximation of the ICI filter can be obtained from minimizing the following residue sum of squares:

This is a least square problem with solution given by

The dimension of the matrix  is also . To avoid the least square problem becoming under-determined, it is necessary that . That is, to estimate a -tap approximation of the ICI filter, the block size of contiguous known symbols should satisfy  and therefore must at least be roughly twice the length of the estimated ICI filter.
When there are  clusters of the block PTRS,  becomes a  matrix and  becomes a  vector by collecting the corresponding values from all  clusters, where .
To compensate the ICI [1][2], the received signal  is filtered by  and then fed to the OFDM demodulator. This implicitly assumes the convolution of the true ICI filter  and the conjugate reverse of the estimated ICI filter is approximately a unit impulse signal [2]. 
Issue 2: Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice.

Complexity analysis
Denote the number of PTRS in a cluster as  and the number of clusters as . To enable comparing the complexity of different algorithms on the basis of the same total PTRS overhead, we assume the number of clusters as  such that the total PTRS overhead is (i.e., approximately the same as Rel-15 PTRS).
· Estimation of the approximate ICI filter
· Formation of the  matrix :	 MUL
· Formation of the  Hermitian matrix : 	 MUL
· There are only  independent values in an  Hermitian matrix. Each value requires  MUL to compute.
· Formation of  vector : 	 MUL
· Solving for : 	 MUL
· The MUL complexity of computing the Cholesky decomposition  is . The MUL complexity of solving  is .
· Filtering of the physical shared channel: 	 MUL
The total MUL complexity is then given by

For example, the total complexity for the 3-tap approximated ICI filter based on cluster size of  is  MUL. For the 5-tap approximated ICI filter based on cluster size of , the total complexity is  MUL.
It is clear the total complexity is dominated by the actual filtering of  MUL.
· The  complexity of solving for  does not scale with the number of RBs allocated to the data channel and hence contributes negligibly to the total complexity.
· The filter estimation constitutes a minor proportion of the complexity. Hence, though the estimation of the approximate filter  requires less complexity than the estimation of the de-ICI filter , the reduction in total phase noise compensation complexity is minor. For the 3-tap filtering with , complexity of filtering with approximate ICI filter is approximately 3% lower than that of the direct de-ICI. For the 5-tap filtering with , complexity of filtering with approximate ICI filter is approximately 4% lower than that of the direct de-ICI. We emphasize that this comparison is done on the basis of the same PTRS overhead for both algorithms.
· Note, as discussed in the above, the complexity reduction comes from not utilizing all the received PTRS values, which leads to lower performance.
[bookmark: _Hlk66288640]2.4.1.3	Circulant ICI filter approximation approach
In [8][9] it is proposed to use a cyclic sequence structure on the block PTRS sequence  of length  in order to obtain a circulant matrix for estimating the ICI filter.
However, the matrix  does not have a circulant structure even if the PTRS sequence is cyclic because of the different channel coefficients multiplying the PTRS. To obtain the claimed circulant  matrix, the following equations are considered instead:

Note that this is an approximation since

The approximation is particularly problematic for larger sub-carrier spacings, which experience more channel selectivity on the sub-carrier level. Note also that the received values are divided by the channel coefficients, which will be discussed further below.
Issue 3: The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels.

The parameterization of  in the proposed scheme is chosen to yield a unique solution of  without need of least square minimization. The advantage of the circulant matrix is that the solution can be computed using DFT:

where , “./” denotes element-wise division and  is the last column row of . This approach has an approximate complexity of  MUL.
When there are  clusters of the block PTRS, the circulant matrix structure can be retained if an identical PTRS sequence is used in every PTRS cluster. The vector  then collects the equalized received PTRS values from all clusters:

It’s clear from the above that  is obtained with an anti-match-filter combiner: received PTRS values from different clusters and different subcarriers within each cluster are divided by the corresponding channel coefficients. Such combining amplifies noises from clusters and subcarriers with weak received SNR.
Issue 4: The approximate filter estimation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noises from clusters and subcarriers with weak received SNR.

Complexity analysis
Denote the number of PTRS in a cluster as  and the number of clusters as . To enable comparing the complexity of different algorithms on the basis of the same total PTRS overhead, we assume the number of clusters as  such that the total PTRS overhead is (i.e., approximately the same as Rel-15 PTRS).
· Estimation of the approximate ICI filter
· Formation of the  vector :	 MUL
· Solving for  in the transformed domain: 	 MUL
· Filtering of the physical shared channel: 
· Option 1: Frequency domain filtering:	 MUL
· Option 2: Time domain processing [9]:	 MUL
The total MUL complexity with frequency domain filtering (Option 1) is given by

For example of using an identical cyclic sequence in every cluster, the total complexity for the 3-tap approximated ICI filter based on cluster size of  is  MUL. For the 5-tap approximated ICI filter based on cluster size of , the total complexity is  MUL.
It is clear the total complexity is still dominated by the actual filtering of  MUL.
· As discussed in the last section, the complexity of solving for  does not scale with the number of RBs allocated to the data channel and hence contributes negligibly to the total complexity. Transform domain techniques utilizing the circulant matrix structure do not constitute a meaningful complexity saving.
· The filter estimation constitutes a minor proportion of the complexity. Hence, though the estimation of the approximate filter  requires less complexity than the estimation of the de-ICI filter , the reduction in total phase noise compensation complexity is minor. For the 3-tap filtering with , complexity of filtering with approximate ICI filter is approximately 11% lower than that of the direct de-ICI. For the 5-tap filtering with , complexity of filtering with approximate ICI filter is approximately 14% lower than that of the direct de-ICI.
· Note, as discussed in the above, the complexity reduction comes from not utilizing all the received PTRS values and, in particular, from anti-match-filter combining, both of which lead to lower performance.

The total MUL complexity with time domain filtering (Option 2) as assumed in [9] is given by

This complexity is clearly much higher than that for the frequency domain processing. 
Issue 5: Time domain phase noise compensation has much higher complexity than frequency domain phase noise compensation.

[bookmark: _Toc68635215]2.4.2	Performance analysis of PT-RS structures and the associated ICI compensation approaches 
To potentially enhance PT-RS structure, there are three possible primary candidates: 
(i) Increasing PT-RS density, e.g., by supporting K = 1 in addition to K = 2 and 4 supported for Rel-15 PT-RS.
(ii) Introducing alternative clustered PT-RS structures with cyclic PT-RS sequences in each cluster and circulant ICI filter approximation
(iii) PT-RS power boosting for Rank 1
Later in this section, we provide extensive link-level simulation results to study whether a new PT-RS structure is needed. From the evaluation results, we make the following observations.
[bookmark: _Toc68618571]For every tested scenario, the Rel-15 distributed PTRS structure with multiple settings for the PTRS density and direct de-ICI receiver parameters can be used to outperform the best settings for cyclic block PTRS with circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time.
[bookmark: _Toc68618572]Enhanced Rel-15 PT-RS with 1 PT-RS every RB (K = 1) does not provide additional performance gain over the existing Rel-15 PT-RS structure (K = 2).
[bookmark: _Toc68618573]For every tested scenario, the Rel-15 distributed PTRS structure with multiple settings for the PTRS density and direct de-ICI receiver parameters without PT-RS power boosting can be used to outperform the best settings for cyclic block PTRS with PT-RS power boosting while achieving comparable or lower phase noise compensation complexity at the same time.
[bookmark: _Toc68618574]Cyclic block PTRS with circulant ICI filter approximation with or without PT-RS power boosting tends to require longer ICI compensation filters than Rel-15 PTRS structure with direct de-ICI filtering because of the various fundamental design issues identified in Section 2.4.1:
1. ICI filter approximation with block PTRS does not fully utilize all received PTRS symbols.
2. Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice.
3. The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels.
4. ICI filter approximation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noise from clusters and subcarriers with weak received SNR.

Based on the extensive analytical and numerical evaluation results presented this and the prior section, we conclude on the following proposal:
[bookmark: _Toc68628876]For NR operation in 52.6 to 71 GHz with OFDM, support only the existing Rel-15 distributed PT-RS design. Cyclic block PT-RS structure is not supported.

For the evaluation results presented below, we determine the number of REs allocated for PDSCH within a PRB according to the transport block size determination procedure in TS 38.214, i.e., a UE determines the number of REs via

[bookmark: _Hlk60834825]As agreed in the link level evaluation assumptions, we assume . As a result, the effective code rate (CR) increases as the overhead introduced by PTRS increases. In other words, the transport block size corresponding to a given MCS remains the same regardless of PTRS overhead.
We assume the following for PTRS overhead:
· For Rel-15 based PTRS, the number of PTRS symbols is  where K = 2 or 4.
· For clustered PTRS (see Figure 6), the cluster size is  where  is the ICI compensation filter length. The number of clusters is set to

[bookmark: _Hlk66264290]where is the number of PTRS symbols assumed for Rel-15 PTRS. The total number of PTRS symbols is thus , which is as close as possible to . 

[image: ]
[bookmark: _Ref66280069]Figure 6: Clustered PTRS structure. C clusters of M PTRS REs each are equally spaced across the allocated bandwidth.
Table 6 shows a complete list of the parameters we consider for the Rel-15 based PTRS and the clustered PTRS structures for the case of 64 and 256 RBs. The intention is to consider a range of different PTRS densities, and for each density value, we try to match the PTRS overhead between Rel-15 PTRS () and Clustered PTRS () as closely as possible under the constraint of maintaining an integer number of clusters for the latter. We emphasize that when we later provide a comparison between different schemes on the basis of spectral efficiency, the small differences in PTRS overhead are accounted for by use of slightly different effective coding rates since the transport block size for a given MCS is fixed as mentioned above.
[bookmark: _Ref66201831]Table 6: Detailed parameter settings for the Rel-15 based PTRS and the clustered PTRS structures for 64 and 256 RBs.
	Filter length 
	
	

	
	Rel-15 based PTRS
	Clustered PTRS
	Rel-15 based PTRS
	Clustered PTRS

	
	
	
	
	
	
	
	
	
	
	

	3
	1
	64
	5
	13
	65
	1
	256
	5
	51
	255

	5
	
	
	9
	7
	63
	
	
	9
	28
	252

	7
	
	
	13
	5
	65
	
	
	13
	20
	260

	9
	
	
	17
	4
	68
	
	
	17
	15
	255

	11
	
	
	21
	3
	63
	
	
	21
	12
	252

	3
	2
	32
	5
	6
	30
	2
	128
	5
	26
	130

	5
	
	
	9
	4
	36
	
	
	9
	14
	126

	7
	
	
	13
	2
	26
	
	
	13
	10
	130

	9
	
	
	17
	2
	34
	
	
	17
	8
	136

	11
	
	
	21
	2
	42
	
	
	21
	6
	126

	3
	4
	16
	5
	3
	15
	4
	64
	5
	13
	65

	5
	
	
	9
	2
	18
	
	
	9
	7
	63

	7
	
	
	13
	1
	13
	
	
	13
	5
	65

	9
	
	
	17
	1
	17
	
	
	17
	4
	68

	11
	
	
	21
	1
	21
	
	
	21
	3
	63



2.4.2.1	Analysis of alternative PT-RS structures and densities
In Figure 7, we show the required SNR at 10% BLER for 120 kHz SCS with MCS 22 in TDL-A channel with 10 ns DS. Results for both Rel-15 based PT-RS structure and cyclic block PTRS structure are shown in each graph. For each PTRS structure, we evaluated the different PTRS densities as given in Table 6. For the Rel-15 based PT-RS structure, the direct de-ICI filtering approach is used (see Section 2.4.1.1). For the cyclic block PTRS structure, the circulant ICI filter approximation approach is used (see Section 2.4.1.3). Values are not shown in cases where more than 35 dB SNR is required to achieve 10% BLER. 
[image: ][image: ]
[bookmark: _Ref66264028]Figure 7:  Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PT-RS structure vs. cyclic block PTRS structure. The left is for 64-RB allocation and the right for 256-RB allocation.
In each of the bar graphs, a horizontal line is drawn corresponding to the required SNR for the best performing cyclic block PTRS scheme. For example, for the 64-RB allocation case, the best performance with the cyclic block PTRS structure is achieved with  (i.e.,  equivalent) and filter length of . This performance can be bettered by the Rel-15 based PT-RS structure with filter length of  or  for any of or  with the best performance with . Table 7 provides additional comparisons drawn from the bar graphs illustrating both the SNR loss and complexity (MUL) increase for cyclic block PTRS compared to Rel-15 PTRS. The corresponding BLER and spectral efficiency plots for these best settings are provided in Figure 8.
[bookmark: _Ref66269206]Table 7: Best Rel-15 based and cyclic block PTRS settings for 120 kHz SCS MCS 22 with 64-RB allocation in TDL-A channel with 10 ns DS.
	Best Rel-15 based PT-RS settings
	Best cyclic block PT-RS settings
	Cyclic block vs
Rel-15 based

	
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	MUL
	SNR Loss (dB)
	Complexity Increase

	4
	16
	3
	18.2
	2478
	65
	7
	18.7
	5482
	0.5
	121%

	2
	32
	3
	17.8
	2638
	
	
	
	
	0.9
	108%

	2
	32
	5
	17.5
	4558
	
	
	
	
	1.2
	20%

	1
	64
	3
	18.4
	2958
	
	
	
	
	0.3
	85%

	1
	64
	5
	17.7
	5230
	
	
	
	
	1.0
	5%

	1
	64
	7
	17.6
	7786
	
	
	
	
	1.1
	-30%
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[bookmark: _Ref66269222]Figure 8:  BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based and best cyclic block PTRS-based settings listed in Table 7.
The following observations can be made.
· [bookmark: _Hlk66288861]The overall best performance is achieved with the Rel-15 based PT-RS structure with  and filter length of . This Rel-15 based configuration has an SNR gain of almost 1.2 dB compared to the best cyclic block PTRS configuration while requiring 20% fewer MUL operations. 
· This observation also implies that it is not necessary to enhance Rel-15 PTRS by supporting increased density (i.e., ). This is because the gain of better phase noise mitigation from using  density does not make up for the loss of coding gain due to higher PTRS overhead, particularly for the higher MCS modes. Equivalently, if  had been set to maintain the same LDPC code rate for  and , data rates would be reduced by using the K=1 PTRS density.
· Furthermore, if  is used instead of  for this Rel-15 based configuration, the receiver complexity can be reduced further without a significant degradation in performance (only 0.3 dB). This results in still ~1 dB gain compared to the best cyclic block PTRS based configuration while requiring 108% less MUL complexity. 
· While it is true that the cyclic block PTRS structure with circulant ICI filter approximation requires less MUL complexity than the direct de-ICI filtering when comparing the same PTRS density and equal filter lengths, e.g., , better performance and lower complexity for the Rel-15 based PT-RS structure can be attained by intelligently choosing the PTRS density and shorter filter lengths (e.g., ). The same is not true for the cyclic block PTRS structure. Hence, such nominal complexity savings for unnecessarily long filters are irrelevant for a good implementation.
· For the cyclic block PTRS structure, the complexity can be lowered to 3904 MUL at a cost of 0.5 dB SNR loss by using a filter length of  for  ( equivalent) instead of using a filter length of  for  ( equivalent). However, the resulting performance can still be bettered by the Rel-15 based PT-RS structure with  and CPE, which requires only 816 MUL.
For the 256-RB allocation case, the best performance with the cyclic block PTRS structure is achieved with  ( equivalent) and filter length of . This performance can be bettered by the Rel-15 based PT-RS structure with filter length of  or  for any of  or . Table 8 provides additional comparisons drawn from the bar graphs illustrating both the SNR loss and complexity (MUL) increase for cyclic block PTRS compared to Rel-15 PTRS. The corresponding BLER and spectral efficiency plots for these best settings are provided in Figure 9.
Similar observations as listed in the above for the 64-RB allocation case can be made: in every scenario, there exist multiple choices of Rel-15 PTRS structure, density and receiver parameters that outperform cyclic block PTRS with circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time.
[bookmark: _Ref66443235]Table 8: Best Rel-15 based and cyclic block PTRS settings for 120 kHz SCS MCS 22 with 256-RB allocation in TDL-A channel with 10 ns DS.
	Best Rel-15 based PT-RS settings
	Best cyclic block PT-RS settings
	Cyclic block vs
Rel-15 based

	
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	MUL
	SNR Loss (dB)
	Complexity Increase

	4
	64
	5
	17
	16750
	136
	9
	17.6
	27823
	0.6
	66%

	4
	64
	7
	16.7
	23914
	
	
	
	
	0.9
	16%

	2
	128
	5
	17.1
	18094
	
	
	
	
	0.5
	54%

	2
	128
	7
	16.7
	26218
	
	
	
	
	0.9
	6%

	2
	128
	9
	16.6
	34891
	
	
	
	
	1.0
	-20%
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[bookmark: _Ref66443351]Figure 9:  BLER and spectral efficiency plots for the best Rel-15 based and cyclic block PTRS settings listed in Table 8.

For a comprehensive comparison between Rel-15 PTRS and cyclic block PTRS, we further provide SNR at 10% BLER for various MCSs, channel models, and carrier frequency for 120 kHz SCS for the following scenarios:
· [bookmark: _Hlk66977143]TDL-A channel with 40 ns DS, MCS 22, 60 GHz carrier frequency
· TDL-D channel with 10 ns DS, MCS 22, 60 GHz carrier frequency
· TDL-D channel with 10 ns DS, MCS 26, 60 GHz carrier frequency
· TDL-D channel with 10 ns DS, MCS 26, 70 GHz carrier frequency
Similar observations as listed in the above can be made: in every scenario, there exist multiple choices of Rel-15 PTRS structure, density and receiver parameters that outperform cyclic block PTRS with circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time. 
[bookmark: _Toc66789111]
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Figure 10: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns DS comparing Rel-15 based PT-RS structure vs. cyclic block PTRS structure. The left is for 64-RB allocation and the right for 256-RB allocation.
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Figure 11: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PT-RS structure vs. cyclic block PTRS structure. The left is for 64-RB allocation and the right for 256-RB allocation.
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Figure 12: Required SNR at 10% BLER for 120 kHz SCS, MCS 26 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PT-RS structure vs. cyclic block PTRS structure. The left is for 64-RB allocation and the right for 256-RB allocation.
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Figure 13: Required SNR at 10% BLER for 120 kHz SCS, MCS 26 and 70 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PT-RS structure vs. cyclic block PTRS structure. The left is for 64-RB allocation and the right for 256-RB allocation.

2.4.2.2	Analysis of power boosting
In Rel-15, PT-RS power boosting is supported only when the number of PDSCH MIMO layers is greater than 1 (rank > 1). As mentioned previously, one of the PTRS enhancement candidates under discussion is to potentially introduce PTRS power boosting also for rank 1. However, we observe that this is possible only if the power allocated to PDSCH is reduced. Let  be the ratio of PTRS energy per resource element (EPRE) to PDSCH EPRE where . If boosting is used, then the PTRS EPRE increases by a factor of

and the PDSCH EPRE is reduced by a factor of

where  is total number of PTRS REs for the cyclic block PTRS structure assuming a data allocation of  RBs. 
In Figure 14, we show the required SNR at 10% BLER for 120 kHz SCS with MCS 22 in TDL-D channel with 10 ns DS for the following scenarios: 
· Rel-15 PTRS structure + Direct de-ICI filtering approach (see Section 2.4.1.1) without PT-RS power boosting.
· Cyclic block PTRS structure with 3 dB PT-RS power boosting + Circulant ICI filter approximation approach (see Section 2.4.1.1)

[image: ][image: ]
[bookmark: _Ref66288540]Figure 14: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PT-RS structure without PT-RS power boosting vs.  cyclic block PTRS structure with PT-RS 3 dB power boosting. The left is for 64-RB allocation and the right for 256-RB allocation

In each of the bar graphs, a horizontal line is drawn corresponding to the required SNR for the best performing cyclic block PTRS with PB scheme. From Figure 14, the following observations can be made.
· [bookmark: _Hlk66290007]For 64 PRBs, the best performance is obtained by Rel-15 PTRS structure with and filter length . 
· [bookmark: _Hlk66733246]The best Rel-15 PTRS configuration provides an SNR gain of 0.4 dB with lower complexity as compare to the best cyclic block PTRS with 3 dB PB configuration with  and . The performance of the best cyclic block PTRS configuration with 3 dB PB is still worse than several Rel-15 PTRS configurations without PB. Table 9 provides additional comparisons drawn from the bar graphs illustrating both the SNR loss and complexity (MUL) increase for cyclic block PTRS with 3 dB PB compared to Rel-15 PTRS for 64 PRBs. The corresponding BLER and spectral efficiency plots for these best settings are provided in Figure 15.
· For 256 PRBs, the best performance is obtained by Rel-15 PTRS structure with and filter length . 
· [bookmark: _Hlk66817892]The best Rel-15 PTRS configuration provides SNR gain of 0.4 dB with comparable complexity as compare to the best cyclic block PTRS with 3 dB PB configuration with  and  or . The performance of the best cyclic block PTRS configuration with 3 dB PB is still worse than several Rel-15 PTRS configurations without PB. Table 10 provides additional comparisons drawn from the bar graphs illustrating both the SNR loss and complexity (MUL) increase for cyclic block PTRS with 3 dB PB compared to Rel-15 PTRS for 256 PRBs. The corresponding BLER and spectral efficiency plots for these best settings are provided in Figure 16.
In summary, while power boosting can potentially increase performance of ICI compensation with cyclic block PTRS, there exist multiple choices of Rel-15 PTRS structure, density and receiver parameters that outperform cyclic block PTRS (even with 3dB PB) with circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time. 
[bookmark: _Ref66732774]Table 9: Best Rel-15 based and cyclic block PTRS with 3 dB PB settings for 120 kHz SCS MCS 22 with 64-RB allocation in TDL-D channel with 10 ns DS.
	
	Rel-15 based PT-RS structure
	Cyclic block PT-RS structure
with 3 dB PT-RS PB
	Cyclic block vs
Rel-15 based

	
	
	
	SNR [dB]
	MUL
	
	
	SNR [dB]
	MUL
	SNR loss
	MUL increase

	2
	32
	3
	14.1
	2638
	26
	7
	14.3
	5462
	0.2
	107%

	2
	32
	5
	13.9
	4558
	
	
	
	
	0.4
	20%

	1
	64
	5
	14.1
	5230
	
	
	
	
	0.2
	4%


[bookmark: _Ref66733268]Table 10: Best Rel-15 based and cyclic block PTRS with 3 dB PB settings for 120 kHz SCS MCS 22 with 256-RB allocation in TDL-D channel with 10 ns DS.
	
	Rel-15 based PT-RS structure
	Cyclic block PT-RS structure
with 3 dB PT-RS PB
	Cyclic block vs
Rel-15 based

	
	
	
	SNR [dB]
	MUL
	
	
	SNR [dB]
	MUL
	SNR loss
	MUL increase

	4
	64
	5
	13.7
	16750
	126
	11
	13.8
	 33989
	0.1
	103%

	4
	64
	7
	13.6
	23914
	
	
	
	
	0.2
	42%

	4
	64
	9
	13.7
	31371
	
	
	
	
	0.1
	8%

	2
	128
	7
	13.5
	26218
	
	
	
	
	0.3
	30%

	2
	128
	9
	13.4
	34891
	
	
	
	
	0.4
	-2.6%
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[bookmark: _Ref66822877]Figure 15: BLER and spectral efficiency plots for the best Rel-15 based and cyclic block PTRS with 3 dB PB settings listed in Table 9.
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[bookmark: _Ref66822947]Figure 16: : BLER and spectral efficiency plots for the best Rel-15 based and cyclic block PTRS with 3 dB PB settings listed in Table 10.


[bookmark: _Toc68635216]2.5	DMRS Enhancements
The following agreements related to DMRS enhancement were made in RAN1#104-e
Agreement #1:
Further study on at least the following aspects of potential DMRS enhancement with respect to FD-OCC:
· whether to support a configuration of DMRS in which FD-OCC is not applied for 480 kHz and 960 kHz SCS
· Applicability to Type-1 and/or Type-2 DMRS
· Details on whether and how to indicate that FD-OCC is not applied to DMRS port
· Impact to UE multiplexing capacity and inter-UE interference in MU-MIMO 
Agreement #2:
· Existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 120 kHz SCS.
· At least existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether to introduce different DMRS pattern with increased frequency domain density (in number of subcarriers) than the existing DMRS patterns for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether and how to restrict DMRS port configuration (e.g., the number of DMRS ports) as in FR2 for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS


[bookmark: _Toc68635217]2.5.1	FD-OCC Aspects of DMRS Enhancement
In Agreement #1, it the FD-OCC aspects of potential DMRS enhancement are FFS. The fundamental issue is that for a channel with significant time dispersion (large delay spread), the frequency selectivity can cause a loss in orthogonality between DMRS ports that are code-division multiplexed within the same CDM group. These ports may be assigned to different layers of the same user (SU-MIMO) or they may be assigned to other co-scheduled users (MU-MIMO).
[bookmark: _Hlk60941463]Here we investigate this effect by comparing the performance of a practical channel estimation scheme to the ideal (genie) channel estimator for both Rank-1 and Rank-2 SU-MIMO. For Rank-2 we compare the Rel-15 Type-1 DMRS structure for two cases. The first case is where the two ports belong to the same CDM group, i.e., are CDM'd on the same comb (FD-CDM). The second case is where the two ports belong to different CDM groups, i.e., are on different combs (No FD-CDM).
We consider the following scenarios:
· 256 RBs @ 480 kHz (1.6 GHz)
· TDL-A channel with delay spread values: 10 ns, 20 ns, and 40 ns
· Rank 1, Type-1 DMRS + practical channel estimation
· Rank 1, Ideal channel estimation
· [bookmark: _Hlk60941742]Rank 2, Type-1 DMRS (FD-CDM) + practical channel estimation
· [bookmark: _Hlk60942606]Rank 2, Type 1 DMRS (No FD-CDM) + practical channel estimation
· Rank 2, Ideal channel estimation
· 128 RBs @ 960 kHz (1.6 GHz)
· TDL-A channel with delay spread values: 10 ns and 20 ns
· Rank 1, Type-1 DMRS + practical channel estimation
· Rank 1, Ideal channel estimation
· Rank 2, Type-1 DMRS (FD-CDM) + practical channel estimation
· Rank 2, Type 1 DMRS (No FD-CDM) + practical channel estimation
· Rank 2, Ideal channel estimation
For the above scenarios, we assume no phase noise to isolate the impact of channel estimation error. For performance comparison between subcarrier spacings 480 kHz and 960 kHz, we define the following relative delay spread metric:
Relative DS = Absolute DS (in s) * SCS (in Hz) * 100,
Hence, for 480 kHz with delay spread 10, 20, and 40 ns, the corresponding relative delay spreads are 0.5, 1, and 2% respectively. For 960 kHz with delays spreads 10 and 20 ns, the corresponding relative delay spreads are 1 and 2%, respectively. From channel estimation perspective, 2% relative delay spread can be viewed as “large delay spread”.
[bookmark: _Hlk60943981]The poor interpolation and loss of orthogonality among 2 ports that are FD-CDM'd can degrade performance of practical channel estimation. To study this effect, we performed simulations according to the above scenarios. Figure 17 and Figure 18  show the performance for 480 kHz and 960 kHz SCS, respectively for the example of MCS 22 for both 1% and 2% relative delay spread. Performance plots for larger MCS (MCS 24, 26, and 28) are shown in the Appendix A.1. We summarize the graphical results for all delay spreads and MCSs in Table 11 (480 kHz SCS) and Table 12 (960 kHz SCS) which show the required SNR values to achieve 10% and 1% BLER. From these simulation results, we observe the following: 
· For Rank-1 transmission (single port)
· For MCS 22/24/26 the gap in performance between genie/practical channel estimators is insignificant for relative DS up to and including 2%. In other words, there is little room for improvement using an enhanced DMRS design, e.g., a larger density (see discussion in Section 2.5.2)
· For MCS 28
· Performance gap is insignificant for relative DS < 2%
· For relative DS = 2%, the gap is at most 0.9 dB for SNR in dB achieved 10% BLER. It is questionable whether any DMRS enhancement is needed for the special case for Rank-1.
· For Rank-2 transmission (2 ports)
· MCS 22/24: Avoiding FD-CDM is beneficial for relative DS > 1%
· MCS 26: Avoiding FD-CDM is beneficial for relative DS > 0.5%
· MCS 28: Avoiding FD-CDM is beneficial for relative DS >= 0.5%
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	(a)
	(b)


[bookmark: _Ref60938236]Figure 17: PDSCH performance for MCS22 for 480 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%. 
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	(a)
	(b)


[bookmark: _Ref60938246]Figure 18: PDSCH performance for MCS22 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
[bookmark: _Ref60943032]Table 11: Required SNR in dB to achieve BLER of 10% ∕ 1% for 480 kHz SCS for no phase noise scenario.
	
	
	
	Rank-1
	Rank-2

	MCS
	Relative DS
	Channel estimation
	Practical

Type-1
DMRS
	Ideal
	Practical

Type-1 DMRS
(No FD-CDM)
	Practical

Type-1 DMRS (FD-CDM)
	Ideal

	22
	0.5%
	TDL-A, 10 ns
	14.3/15.7
	14.1/15.5
	19.5/20.9
	19.5/20.9
	19/20.4

	
	1%
	TDL-A, 20 ns
	14/15.3
	13.8/15.1
	19.1/20.4
	19.2/20.5
	18.5/19.6

	
	2%
	TDL-A, 40 ns
	14/15.3
	13.6/14.9
	20.2/21.9
	27.5/-
	18.8/20.2

	24
	0.5%
	TDL-A, 10 ns
	16.7/18.2
	16.5/17.9
	22.6/24.1
	22.7/24.4
	22/23.6

	
	1%
	TDL-A, 20 ns
	16.4/17.8
	16.1/17.5
	22.2/23.5
	22.7/-
	21.4/22.6

	
	2%
	TDL-A, 40 ns
	16.4/17.8
	16/17.5
	25.7/-
	-/-
	23.2/26.2

	26
	0.5%
	TDL-A, 10 ns
	19.1/20.6
	18.9/20.4
	26.0/27.9
	26.3.28.6
	25.5/27.4

	
	1%
	TDL-A, 20 ns
	18.8/20.2
	18.5/19.8
	25.7/27
	-/-
	24.7/26.1

	
	2%
	TDL-A, 40 ns
	18.9/20.4
	18.4/19.8
	-/-
	-/-
	-/-

	28
	0.5%
	TDL-A, 10 ns
	22.9/24.6
	22.7/24.4
	32.3/-
	-/-
	31.6/33.8

	
	1%
	TDL-A, 20 ns
	22.7/24.2
	22.3/23.7
	31.9/33.7
	-/-
	30.7/32.4

	
	2%
	TDL-A, 40 ns
	23.9/27
	23.1/25.5
	-/-
	-/-
	-/-



[bookmark: _Ref60943037]Table 12: Required SNR in dB to achieve BLER of 10% ∕ 1% for 960 kHz SCS for no phase noise scenario.
	
	
	
	Rank-1
	Rank-2

	MCS
	Relative DS
	Channel estimation
	Practical

Type-1
DMRS
	Ideal
	Practical

Type-1 DMRS
(No FD-CDM)
	Practical

Type-1 DMRS (FD-CDM)
	Ideal

	22
	1%
	TDL-A, 10 ns
	14.1/15.5
	13.9/15.3
	18.7/20.1
	18.8/20.3
	18.1/19.3

	
	2%
	TDL-A, 20 ns
	14.2/15.6
	13.8/15.1
	20/21.7
	28.3/-
	18.6/20.1

	24
	1%
	TDL-A, 10 ns
	16.2/17.7
	15.9/17.4
	21.9/23.3
	22.4/-
	21.1/22.5

	
	2%
	TDL-A, 20 ns
	16.4/17.9
	15.9/17.4
	25.5/-
	-/-
	23.1/25.8

	26
	1%
	TDL-A, 10 ns
	18.4/19.9
	18.1/16.6
	25.2/26.8
	29.6/-
	24.3/25.9

	
	2%
	TDL-A, 20 ns
	18.9/20.5
	18.3/19.9
	-/-
	-/-
	-/-

	28
	1%
	TDL-A, 10 ns
	22.3/23.9
	21.9/23.5
	31.3/33.5
	-/-
	30.3/32.3

	
	2%
	TDL-A, 20 ns
	23.9/26.8
	23.0/25.5
	-/
	-/-
	-/-



As mentioned above, the results we present here are for the case of SU-MIMO, hence there are no co-scheduled users with ports assigned to the same CDM group(s) as could happen in a MU-MIMO scenario. Based on the above observations for Rank-2, clearly it is beneficial to avoid CDM multiplexing of ports within the same CDM group for 480/960 kHz even with moderate delay spread. Intuitively, this is also true for MU-MIMO scenarios.
At least for Rank-2 SU-MIMO, Rel-15 offers a method to dynamically indicate that (a) the two DMRS ports are in different CDM groups, and (b) there are no co-scheduled users. For example, for the case of single-symbol Type-1 DMRS, if the "Antenna port(s)" field in DCI format 1_1 indicates Row 11 in Table 7.3.1.2.2-1 from 38.212 shown below, then the 2 ports (0 and 2) are in different CDM groups, and thus on different combs. Furthermore, according to the following text from 38.214 Section 5.1.6.2, the UE may assume that there are no co-scheduled UEs; hence both (a) and (b) are fulfilled.For DM-RS configuration type 1, 
-	if a UE is scheduled with one codeword and assigned with the antenna port mapping with indices of {2, 9, 10, 11 or 30} in Table 7.3.1.2.2-1 and Table 7.3.1.2.2-2 of Clause 7.3.1.2 of [5, TS 38.212], or
-	if a UE is scheduled with one codeword and assigned with the antenna port mapping with indices of {2, 9, 10, 11 or 12} in Table 7.3.1.2.2-1A and {2, 9, 10, 11, 30 or 31} in Table 7.3.1.2.2-2A of Clause 7.3.1.2 of [5, TS 38.212], or
-	if a UE is scheduled with two codewords, 
the UE may assume that all the remaining orthogonal antenna ports are not associated with transmission of PDSCH to another UE.


· Table 7.3.1.2.2-1: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=1
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	0
	1
	0

	1
	1
	1

	2
	1
	0,1

	3
	2
	0

	4
	2
	1

	5
	2
	2

	6
	2
	3

	7
	2
	0,1

	8
	2
	2,3

	9
	2
	0-2

	10
	2
	0-3

	11
	2
	0,2

	12-15
	Reserved
	Reserved



For this example, one can also see from 38.211 Section 7.4.1.1.2 that for DMRS ports 0 and 2, the all +1's OCC code is used in the frequency domain, hence effectively, FD-OCC is not applied. Hence, at least for rank-2 SU-MIMO, there exists a method to dynamically indicate that FD-OCC is not applied, which can be helpful in the implementation of the UE channel estimator. In the prior meeting, there was discussion that such an indication is not currently available for rank-1 transmission, and that it would be beneficial to support such a method. For example, one or more of the reserved rows in the above table could be utilized for this purpose. In our view, such a method is most beneficial for Type-1 DMRS, since this DMRS type is well-suited for the 52.6 – 71 GHz band due to it's low PAPR/CM properties, and the fact that large DMRS port-multiplexing capacity is not needed.
[bookmark: _Toc68628877]For DMRS-Type 1 for 480 and 960 kHz SCS, support a method for rank-1 transmission that enables the UE to assume that all the remaining orthogonal antenna ports within a CDM group are not associated with transmission of PDSCH to another UE. 
[bookmark: _Toc68635218]2.5.2	Potential DMRS Pattern Enhancement
In Agreement #2 above, there is an FFS on whether or not to introduce a DMRS pattern with increased density for the case of 480 and 960 kHz SCS. In the current specifications, Type-1 DMRS uses a Comb-2 pattern (every other RE). Hence, one potential enhancement that has been discussed is to introduce a Comb-1 pattern (every RE) in which case the number of CDM groups is reduced from 2 to 1. The problem is that if a Comb-1 pattern is supported, then a rank-2 transmission would require FD-OCC to separate the ports in the single CDM group, and FD-OCC has been shown in the previous section to be problematic for the larger SCSs, especially as the delay spread increases. The root cause is a loss in orthogonality between OCCs due to channel variation across the span of the OCC. Furthermore, for rank-1 transmissions, our evaluation results discussed in the previous section show that there is little room for improvement of channel estimation performance (very small gap between genie and practical channel estimators). For these reasons, we do not support introduction of new DMRS pattern with increased density.
[bookmark: _Toc68628878]The existing DMRS patterns in Rel-15/16 are sufficient for NR operation in 52.6 – 71 GHz. Do not support introduction of a new DMRS pattern with larger density.
In Agreement #2, there is an additional FFS on whether or not to restrict DMRS port configuration (e.g., # of DMRS ports) for NR operation in the 52. 6 – 71 GHz band. Indeed, Rel-15/16 has the flexibility to indicate the number of ports (i.e., the rank) from 1 all the way up to 8. While a larger number of ports is not practical for NR operation in 52.6 – 71 GHz, we see no need to introduce restrictions in specifications; it is preferrable to leave the RAN1 specifications as agnostic as possible to the frequency band. If restrictions are needed for this operating band, they can be discussed in the context of UE capabilities later in the release.
[bookmark: _Toc68628879]If there is a need to restrict the number of ports that can be indicated for NR operation in the 52.6 – 71 GHz band, that can be discussed in the context of UE capabilities. Do not support introduction of restrictions in RAN1 specifications.
[bookmark: _Toc68635219]Conclusion
In this paper we made the following observations: 
Observation 1	UE PDSCH/PUSCH processing timelines for SCS > 120 kHz need to be tightened compared to those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz.
Observation 2	The current ranges for PDSCH scheduling offset (K0), PDSCH HARQ feedback delay (K1) and PUSCH scheduling offset (K2) need to be increased to support multi-PDSCH/PUSCH scheduling in the frequency bands above 52.6 GHz at least for 480/960 kHz SCS, if the relevant timelines are not significantly tightened with reference to the existing requirement for 120 kHz SCS in FR2.
Observation 3	Defining K1 granularity in slot bundle places unnecessary restriction on HARQ ACK scheduling which can result in longer HARQ feedback latency.
Observation 4	For legacy single-slot PDSCH transmission, restricting K1 being multiple times of slot bundle size makes it almost impossible to multiplex HARQ ACKs corresponding to adjacent PDSCHs in a single PUCCH transmission.
Observation 5	For every tested scenario, the Rel-15 distributed PTRS structure with multiple settings for the PTRS density and direct de-ICI receiver parameters can be used to outperform the best settings for cyclic block PTRS with circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time.
Observation 6	Enhanced Rel-15 PT-RS with 1 PT-RS every RB (K = 1) does not provide additional performance gain over the existing Rel-15 PT-RS structure (K = 2).
Observation 7	For every tested scenario, the Rel-15 distributed PTRS structure with multiple settings for the PTRS density and direct de-ICI receiver parameters without PT-RS power boosting can be used to outperform the best settings for cyclic block PTRS with PT-RS power boosting while achieving comparable or lower phase noise compensation complexity at the same time.
Observation 8	Cyclic block PTRS with circulant ICI filter approximation with or without PT-RS power boosting tends to require longer ICI compensation filters than Rel-15 PTRS structure with direct de-ICI filtering because of the various fundamental design issues identified in Section 2.4.1: 1. ICI filter approximation with block PTRS does not fully utilize all received PTRS symbols. 2. Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice. 3. The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels. 4. ICI filter approximation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noise from clusters and subcarriers with weak received SNR.

In this paper we made the following proposals:
Proposal 1	RAN1 should strive to narrow down the range of UE processing latencies early in the WI phase, particularly those related PDSCH/PUSCH processing (N1, N2, N3), to enable  multi-PDSCH/PUSCH design to proceed. A reasonable starting point for discussion is an exponential function  fitted to the Rel-15 values that provides extrapolated values of N1, N2, and N3 for 480 and 960 kHz (µ = 5 and 6, respectively).
Proposal 2	The maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI is 8.
Proposal 3	Increase maximum number of DL and UL HARQ processes in Rel-17 from 16 to 32.
Proposal 4	Support single-slot scheduling with slot-based monitoring for 480 and 960 kHz SCSs.
Proposal 5	Support multiple PDSCH scheduling for 120 kHz SCS.
Proposal 6	Support Alt-2 with separate SLIV, mapping type, and scheduling offset K2 for each scheduled PUSCH. Support similar TDRA table with separate SLIV, mapping type and scheduling offset K0 for each scheduled PDSCH.
Proposal 7	Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
Proposal 8	Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.
Proposal 9	Support intra- and inter-slot frequency hopping for multi-PUSCH scheduling with a single DCI. For inter-slot hopping, consider modifying the hopping counter such that it increments across the scheduled PUSCHs rather than being tied to the slot number within the radio frame.
Proposal 10	When DCI Format 0_1 is used for scheduling multiple PUSCHs, priority indicator and open-loop power control parameter set indication fields in the DCI should apply to all PUSCHs being scheduled.
Proposal 11	The multi-PUSCH scheduling defined in Rel-16 NR-U is used as the baseline for designing multi-PDSCH scheduling in Rel-17.
Proposal 12	Introduce a new RRC TDRA table (pdsch-TimeAllocationListForMultiPDSCH) for multi-PDSCH scheduling in Rel-17.
Proposal 13	Similar enhancements on HARQ process ID, MCS, RV and NDI fields in DCI Format 0_1 for multi-PUSCH scheduling in Rel-16 are leveraged to DCI Format 1_1 to support multi-PDSCH scheduling in Rel-17.
Proposal 14	When multiple PDSCHs are scheduled by a single DCI with DCI Format 1_1, the triggered ZP CSI-RS is applied to all the PDSCHs scheduled by the DCI.
Proposal 15	The discussion on increasing K0, K1 and K2 for multi-PDSCH/PUSCH scheduling should be based on the outcome from the discussion on the UE processing timeline tightening.
Proposal 16	Do not support scheduling of multiple PDSCHs with a single DCI where the TB(s) corresponding to one or more of the PDSCHs is(are) mapped over multiple slots by legacy TB repetition (semi-statically configured by pdsch-AggregationFactor or dynamically indicated by repetitionNumber in TDRA table).
Proposal 17	As in Rel-16, do not support scheduling of multiple PUSCHs with a single DCI where one or more of the PUSCHs is(are) mapped over multiple slots by legacy TB repetition (Type A or B repetition).
Proposal 18	Support multi-PDSCH scheduling with a single DCI for multi-TRP transmission in Rel-17 except for the case where the TB(s) corresponding to one or more of the scheduled PDSCHs is(are) mapped over multiple slots by legacy TB repetition.
Proposal 19	Support DAI counting Alt-1a (Alt-1 in combination with configurable HARQ ACK time domain bundling) for dynamic HARQ codebook for multi-PDSCH scheduling.
Proposal 20	The current semi-static codebook determination procedure can be extended to support multiple PDSCH scheduling with the procedure summarized in the text above.
Proposal 21	Do not support CBG based HARQ feedback for multi-PDSCH/PUSCH scheduling
Proposal 22	Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.
Proposal 23	For NR operation in 52.6 to 71 GHz with OFDM, support only the existing Rel-15 distributed PT-RS design. Cyclic block PT-RS structure is not supported.
Proposal 24	For DMRS-Type 1 for 480 and 960 kHz SCS, support a method for rank-1 transmission that enables the UE to assume that all the remaining orthogonal antenna ports within a CDM group are not associated with transmission of PDSCH to another UE.
Proposal 25	The existing DMRS patterns in Rel-15/16 are sufficient for NR operation in 52.6 – 71 GHz. Do not support introduction of a new DMRS pattern with larger density.
Proposal 26	If there is a need to restrict the number of ports that can be indicated for NR operation in the 52.6 – 71 GHz band, that can be discussed in the context of UE capabilities. Do not support introduction of restrictions in RAN1 specifications.
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Figure 19: PDSCH performance for MCS24 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5, (b) 1%, and (c) 2%.
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Figure 20: PDSCH performance for MCS24 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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Figure 21: PDSCH performance for MCS26 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5%, (b) 1%, and (c) 2%.
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Figure 22: PDSCH performance for MCS26 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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Figure 23: PDSCH performance for MCS28 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5%, (b) 1%, and (c) 2%.
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Figure 24: PDSCH performance for MCS28 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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