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[bookmark: _Toc67653037]1	Introduction
A revised WID [1] was approved in RAN #90 to extends NR operation up to 71GHz considering, both, licensed and unlicensed operation. Among other items, the WID "Extending current NR operation to 71 GHz" includes the following RAN1 objective:
Support enhancement to PDCCH monitoring, including blind detection/CCE budget, and multi-slot span monitoring, potential limitation to UE PDCCH configuration and capability related to PDCCH monitoring.
With respect to PDCCH monitoring capability enhancements, it was agreed in RAN1 #104-e:
Agreement:
Choose one of the following alternatives for defining the multi-slot PDCCH monitoring capability
· Alt 1: A fixed pattern of N slots. 
· Alt 2: Use the Rel-16 capability (pdcch-Monitoring-r16, (X, Y) span) as the baseline to define the new capability
· FFS: Values of X and Y and units in which they are defined 
· FFS: Whether number of slots within which the number of monitoring occasions is counted is needed and if needed, the value of the number of slots
· Alt 3: A sliding window of N slots for defining multi-slot PDCCH monitoring capability. 
· FFS: Increments in which sliding occurs
· Specific numbers for X, Y and N may depend on UE capability and gNB configuration
· Examples: 
· N = [4] slots for 480 kHz SCS and N = [8] slots for 960 kHz SCS
· X = [4] slots for 480 kHz SCS and X = [8] slots for 960 kHz SCS
In this contribution, we first discuss the UE PDCCH processing capabilities for new SCS. We then explore the solutions to support multi-slot PDCCH monitoring.
[bookmark: _Toc67653038]2	Discussion
[bookmark: _Toc67653039]2.1	Joint multi-slot PDCCH monitoring design principles for both gNB and UE
From the per-slot PDCCH processing capability discussion in Section 2.3.1, it becomes clear that reducing the periodicity of PDCCH monitoring at the UE side can allow more time for the UE to process the PDCCH candidates. PDCCH monitoring per multiple slots is in fact supported in Rel-15 specs already. In the configuration of SearchSpace, the monitoring periodicity and the offset within the periodicity can be configured using the parameter which allows the periodicity to be configured as 1, 2, 4, 5, 8, 10, … slots up to a maximum of 12560 slots.
For instance, Figure 1 illustrates a case where the UE is configured to monitor PDCCH candidates every  slots. In the illustration, we assume the UE can support a 4-slot PDCCH processing capability of , which represents the total BD or CCE limits per N slots. 
· The UE is configured to monitor USS with periodicity of 4 slots and the required number of BD/CCEs in each USS monitoring occasion is denoted by 
· The UE is configured to monitor CSS with periodicity of 4 slots and the required number of BD/CCEs in each CSS monitoring occasion is denoted by . 
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[bookmark: _Ref67652384]Figure 1: Multi-slot PDCCH monitoring from UE’s point of view. The height of an monitoring occasion represents the required processing load.
However, it is important to simultaneously consider both UE capability and gNB/network scheduling flexibility. What is needed from a gNB point of view is to be able to stagger USSs for different UEs in different slots, recognizing that a slot containing CSS is common for all users. In this sense, a multi-slot BD/CCE budget should be able to be spread across the slots of the multi-slot span. This is illustrated in in Figure 2. 
· Regular UE1 and UE2 are configured to monitor USS with periodicity of 4 slots and the required number of BD/CCEs in each USS monitoring occasion is denoted by . While the CSS monitoring occasions are common to all UEs, the USS monitoring occasions for different UEs need not be aligned. Each UE is still required to support a total 4-slot PDCCH processing load of no more than .
Furthermore, for applications requiring lower latency, it possible to configure more frequent PDCCH monitoring for these UEs while leaving other UEs at less frequent monitoring periodicities. One example is also illustrated in Figure 2. 
· Low-latency UE3 is configured to monitor USS with periodicity of 2 slots and the required number of BD/CCEs in each USS monitoring occasion is denoted by . Hence, each UE is still assumed to support a 4-slot PDCCH processing capability of no more than .
· By offsetting the low-latency UEs’ USS monitoring occasions away from those for the regular UEs, contention of PDCCH capacity and hashing collisions between the two types of UEs are avoided. This is helpful in terms of further reducing the latency for both types of UEs.
· By not aligning the low-latency UEs’ USS monitoring occasions with the CSS monitoring occasions, the low-latency UE3 effectively gets more frequent scheduling opportunities. 
· Similarly, UE2 can be considered as a solution for UEs with medium latency requirements. While the USS has a periodicity of 4, the UE can in fact be scheduled more frequently than that when CSS is also considered. 
In summary, the flexibility on the network level to distribute the multi-slot PDCCH processing capabilities of a UE over multiple slots allows the network to optimize the various requirements from different UEs and network in terms of capabilities, latency requirements and PDCCH resource capacities.
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[bookmark: _Ref67390323]Figure 2: Multi-slot PDCCH monitoring with mix of UEs with more frequent monitoring and UEs with less frequent monitoring from network’s point of view. The height of an monitoring occasion represents the required processing load.
Based on the above discussion, we propose
[bookmark: _Toc68183792]Solutions to support multi-slot PDCCH monitoring for Rel-17 NR should consider the benefits and impacts to both UEs and gNBs. The solutions shall allow the network to distribute the multi-slot PDCCH monitoring/processing loads for different types of UEs flexibly across the multiple slots.

[bookmark: _Toc67653040]2.2	Alternatives for defining UE multi-slot PDCCH processing capabilities
In the current specs for every-slot PDCCH monitoring, 3 cases for SS set configuration within a slot are supported by parameter monitoringSymbolsWithinSlot:
· Case 1: PDCCH monitoring of all SS sets monitored in a slot occurs within 3 consecutive OFDM symbols that have fixed positions in each slot
· Case 1-1: PDCCH monitoring limited to within first three OFDM symbols of a slot
· Case 1-2: PDCCH monitoring on any span of up to 3 consecutive OFDM symbols of a slot
· For a given UE, all search space configurations are within the same span of 3 consecutive OFDM symbols in the slot
· Case 2: PDCCH monitoring cases other than Case 1
· PDCCH monitoring in any span of Y consecutive OFDM symbols (including crossing a slot boundary) as long as the span satisfies the (X,Y) capability of the UE, where X = number of symbols between starting OFDM symbol of two consecutive spans.
In designing the Rel-17 multi-slot PDCCH monitoring solutions, two aspects shall hence be addressed:
· In which slot(s) of a multi-slot span shall PDCCH be monitored?
· In which OFDM symbols of a monitored slot shall PDCCH be monitored?
It should be emphasized these two aspects need to be addressed jointly for a prospective solution. For example, if a solution is adopted whereby all monitoring is concentrated within a single slot of an N-slot bundle (not our preference), then there needs to be flexibility to configure USS and CSS in different spans within the slot. For such a solution Case 1-1 would be far too restrictive. On the other hand, if there is network flexibility to configure a UE to monitor in different slots of an N-slot bundle (e.g., CSS and USS in different slots), then case 1-1 and/or 1-2 would probably be sufficient.
Based on the discussion on PDCCH monitoring capability enhancements, three alternative solutions were selected for further study in RAN1 #104-e:
· Alt 1: A fixed pattern of N-slot groups. 
· Alt 2: Use the Rel-16 capability (pdcch-Monitoring-r16, (X, Y) span) as the baseline to define the new capability
· Alt 3: A sliding window of N slots for defining multi-slot PDCCH monitoring capability. 
In the following, we analyze the three alternatives based on the principles discussed in the last section and how each alternative address the above two aspects. We found that, while the three alternatives start from different starting perspectives, they all end up utilizing or requiring certain sliding window check on the PDCCH processing loads.

[bookmark: _Toc68610470]While the three alternatives for defining UE multi-slot PDCCH processing capabilities are constructed from different starting perspectives, they all end up utilizing or requiring certain sliding window check on the PDCCH processing loads.
 
[bookmark: _Toc67653041]2.2.1	Alt 1: A fixed pattern of N-slot groups
In this proposed solution, fixed non-overlapping N slots are considered together as a slot group. The organization of these N-slot groups likely needs to align with the radio frame boundaries such as one illustrated below.
[image: ]
In which slot(s) of a multi-slot span shall PDCCH be monitored?
There does not seem to be a consensus on this. Some companies think PDCCH should be monitored in the first or the first Y consecutive slots only, while other think any slot within the N-slot group can be used to carry PDCCH.
Alt 1A	If PDCCH monitoring is restricted to the beginning of an N-slot group, the solution becomes similar to Alt 2 except the locations of the N-slot groups are more flexible in Alt 2. This is illustrated below for the case of Y = 14 OS. As we show in the analysis below, restrictions on where PDCCH can be monitored, e.g., to avoid heavy localized processing load, results in an effective sliding window starting in slots with (slot_id mod 4 == 0) as also shown in the illustration. 
[image: ]
[bookmark: _Ref67481449]Figure 3: Multi-slot PDCCH monitoring according to Alt 1A or Alt 2 with Y=14 OS.
Alt 1B	PDCCH monitoring can be configured in any slot of an N-slot group. This makes the solution very similar to Alt 3.
In which OFDM symbols of a monitored slot shall PDCCH be monitored?
Alt 1A	If PDCCH monitoring is restricted to the beginning of an N-slot group, it becomes necessary to utilize more OFDM symbols in the first slot to multiplex different UEs on CORESETs with different time locations as illustrated in Figure 3 above. A UE will need to be able to monitor CSS in one CORESET and USS in a different CORESET that are not necessarily contiguous in time, either. That is, intra-slot Case 2 monitoring capability support will be mandatory for Alt 1A. This is because the UE may also need to monitor the CSS and USS in the same slot and the SS may be separated by more than three OS span allowed in intra-slot Case 1-2.
Alt 1B	With PDCCH monitoring configurable in any slot of the N-slot group, Case 1-1 intra-slot monitoring capability support should be sufficient. The analysis is presented in the discussion for Alt 3 in Section 2.2.3.
Analysis
Alt 1A	The main issues of restricting network operations are similar to those for Alt 2 presented in Section 2.2.2 below. It’s noted that, however, Alt 1A is less flexible than Alt 2 because the placement of the N-slot groups is fixed. For example, Alt 1A can support PDCCH monitoring in slots with (slot_id mod 4 == 0) but it cannot support, for example, PDCCH monitoring in slots with (slot_id mod 10 == 0 or 4). It is also unclear whether the monitoring configuration similar to that for UE 2 and 4 in Figure 5 is allowed under Alt 1A.
Alt 1B	The main issues for Alt-1B have been well documented by several companies: one N-slot group with heavy PDCCH processing load at the end of the group may be followed by another with heavy PDCCH processing load at the beginning. While each N-slot group honors the UE PDCCH processing capability individually, the capability limit is nonetheless exceeded locally at the boundary of the two groups. The proposed solution is to identify such potential capability violations and standardize explicit rules against such violation. Some companies already provide such rules for, for example as illustrated below, against putting all PDCCH processing load in the last slot of a group followed by another group with all PDCCH processing load in the first slot. This is effectively adding an additional set of sliding window checks on the PDCCH processing loads as shown in the illustration below. However, there are many more cases than this particular processing load violation and all of them will require separate follow-up discussion to resolve. At the end, either the specs contain an extensive and complicated set of restrictions or the specs introduce sliding window checking as in Alt-3 which captures such restrictions implicitly and more simply. 
[image: ]
Figure 4: Solution to check local PDCCH processing load violation for Alt 1B: additional sliding window checks are added.

[bookmark: _Toc68610471]Alt 1A where PDCCH monitoring is restricted to the beginning of an N-slot group is less flexible than Alt 2 but has the same operational flaws as Alt 2 from a network perspective.
[bookmark: _Toc68610472]Alt 1B where PDCCH monitoring can be configured in any slot of an N-slot group becomes operationally identical to Alt 3 when all restrictions against local PDCCH processing load violations are put in place.

[bookmark: _Toc67653042]2.2.2	Alt 2: Extension of pdcch-Monitoring-r16, (X, Y) span
Alt 2 is based on PDCCH monitoring per-span as described in 38.213 Section 10 for the case that the UE is configured with monitoringCapabilityConfig = r16monitoringcapability. With per-span monitoring in Rel-16, several (X,Y) combinations are supported, specifically (2,2) (4,3) (7,3). All PDCCH monitoring occasions shall be located within Y consecutive symbols defined as the span. For Alt-2, the same framework is proposed, but with values of X and Y that can take values greater than 14 OS to cover several slots. Whether (X,Y) is measured in symbols or slots is still an open question.
In which slot(s) of a multi-slot span shall PDCCH be monitored?
Most Alt 2 proposals have set Y<X with Y mostly restricted to no more than one or two slots in length. Proponent companies have illustrated the ideas with possible PDCCH monitoring configurations such those shown in Figure 3 for the case of Y=14 OS and in Figure 5 for the case of Y=28 OS. 
The main difference between Alt 2 and Alt 1A is that the time duration X is floating/sliding such that Alt 2 can support PDCCH monitoring in more flexible slot locations..
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[bookmark: _Ref67488083]Figure 5: Multi-slot PDCCH monitoring according to Alt 2 for (X=56,Y=28) OS.
In which OFDM symbols of a monitored slot shall PDCCH be monitored?
As discussed in the last section for Alt 1A, if PDCCH monitoring is restricted to the beginning of an N-slot group, a UE will need to be able to monitor CSS in one CORESET and USS in a different CORESET that are not necessarily contiguous in time, either. That is, intra-slot monitoring capability of Y≫3 OS support will be mandatory for Alt 2. This is because the UE may also need to monitor the CSS and USS in the same slot and the SS may be separated by more than 3 OS span allowed in intra-slot Case 1-2.
Analysis
It has been emphasized by proponent companies of Alt 2 that X is the minimum separation between the start of two consecutive spans. However, there is not a fixed rule on where this “first monitoring occasion” of a group of monitoring occasions is located. 
For example, the PDCCH monitoring configuration for UE5 shown below in Figure 6 seems to be forbidden under Alt 2 (X=56, Y=28) according to the delineation of monitoring occasion groups also shown in the figure.
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[bookmark: _Ref68100097]Figure 6: Is this type of multi-slot PDCCH monitoring configuration NOT supported according to Alt 2 for (X=56, Y=28) OS?
However, the same PDCCH monitoring configuration becomes allowed under Alt 2 (X=56, Y=28) when viewed according to the alternative delineation of monitoring occasion groups shown in Figure 7.
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[bookmark: _Ref68100106]Figure 7: Is this type of multi-slot PDCCH monitoring configuration supported according to Alt 2 for (X=56, Y=28) OS?
In summary, whether a particular PDCCH monitoring configuration is allowed under Alt 2 requires PDCCH processing load checking according to several different delineations of monitoring occasion groups. The questions are then 
· What is the complexity of searching through all these possible delineations?
· How different is this searching through all possible delineations of monitoring occasion groups than the sliding windows of Alt 3?
The monitoring occasion group delineation question is important to clarify because it affects the range of possible PDCCH monitoring configurations. The principle of determining why a certain configuration is or is not allowed should also be clarified in RAN1.
Furthermore, the ambiguity of the “first monitoring occasion” of a group of monitoring occasions or the monitoring occasion group delineation question also bring issues to how PDCCH overbooking/dropping is to be handled correctly under Alt 2. For the same PDCCH monitoring configuration, some USS may be dropped according to one delineation of monitoring occasion groups (e.g., Figure 6) but not dropped according to another (e.g., Figure 7).
Another issue with Alt-2 is that with small Y values, Alt 2 places stringent limitations on how the network can configure PDCCH monitoring occasions. All USS need to be aligned closely with the CSS in contrast with beneficial flexibility principles discussed in Section 2.1. It is not possible for the network to optimize the various requirements from different UEs and network in terms of capabilities, latency requirements and PDCCH resource capacities.
Finally, there is uncertainty as to whether the (X, Y) span requirement is really complete on its own. That is, it is not clear whether Alt 2 might still have local PDCCH processing overloading issues as Alt 1B. One example for Alt 2 (X=56, Y=28) is illustrated in Figure 8. It can be observed that all spans have their beginnings separated by X=56 OS according to the top delineation of monitoring occasion groups illustrated in the figure. It can also be observed that the UE PDCCH processing capabilities are honored in every span. However, 
· Is there a consensus that this type of PDCCH monitoring configuration is really allowed under Alt 2 amongst all the Alt 2 proponent companies? 
· Will there be a need to add additional monitoring occasion restrictions (i.e., additional sliding window positions as shown in the figure) to Alt 2 as needed for Alt 1B? 
· Will implementation difficulties be discovered much later and lead to extensive change requests in the maintenance phase?
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[bookmark: _Ref67495825]Figure 8: Is this type of multi-slot PDCCH monitoring supported according to Alt 2 for (X=56,Y=28) OS? Is there a need to add additional monitoring occasion restrictions (i.e., additional set of sliding windows) to Alt 2?

[bookmark: _Toc68610473]Alt 2 (and Alt 1A) requires the UE to support intra-slot monitoring capability of Y≫3 OS.
[bookmark: _Toc68610474]Alt 1A or Alt 2 with small Y values places stringent limitations on how the network can configure PDCCH monitoring occasions: forcing USS to be aligned closely with the CSS. It substantially suppresses the network’s potential to optimize the various requirements from different UEs and the network in terms of capabilities, latency requirements and PDCCH resource capacities.
[bookmark: _Toc68610475]There are multiple possible “first monitoring occasions” of groups of monitoring occasions or, equivalently, multiple delineations of monitoring occasion groups that can give opposite answers to whether a particular PDCCH monitoring configuration is allowed or not. It is necessary to check several different delineations of monitoring occasion groups under Alt 2 which brings about complexity and similarity to Alt 3. The multiple possible delineations also raise issues on how exactly to handle PDCCH overbooking/dropping under Alt 2.
[bookmark: _Toc68610476]Alt 2 may also require additional PDCCH processing load restriction/checking as Alt 1B. Further clarification from the proponent companies are needed.

[bookmark: _Toc67653043]2.2.3	Alt 3: A sliding window of N slots
In which slot(s) of a multi-slot span shall PDCCH be monitored?
Alt 3 is motivated by the joint consideration for both the UEs and the network discussed in Section 2.1. It is beneficial to allow the network to flexibly spread the UEs’ N-slot PDCCH processing capabilities, , over the N-slot span (for example, all in one slot or over several slots) to optimize the various requirements from different UEs and network in terms of capabilities, latency requirements and PDCCH resource capacities. From a UE’s point view, SS can be configured with any existing monitoringSlotPeriodicityAndOffset as long as the aggregated monitoring occasions respect the processing load constraint within any sliding window of N slots. This is elaborated by the following examples for N=4 slots.
First of all, for UEs not requiring low latency and the PDCCH resources are not constrained, the network can configure the UEs’ PDCCH monitoring occasions for CSS and USS to align closely as illustrated in Figure 9. This type of configurations allows the UEs to monitor PDCCH and, if not scheduled, to return to micro-sleep for power saving. 
The type of PDCCH monitoring configurations for example UE2 and UE3 in the illustration is needed from the network perspective to alleviate the PDCCH resource and hashing collision issues, whose purpose is similar to, for example, Y>14 OS in Alt 2.
· For the type of PDCCH monitoring configurations illustrated for UE1, the CSS and USS monitoring occasions are aligned in the same slots. Only one set of sliding windows need to be checked to ensure the N-slot PDCCH processing capabilities,  is not exceeded. This PDCCH processing load checking is similar to those for Alt 1A or Alt 2 with very small Y.
· For the type of PDCCH monitoring configurations illustrated for UE2 or UE3, a window sliding forward in time is checked to ensure the N-slot PDCCH processing capability,  is not exceeded.
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[bookmark: _Ref67650039]Figure 9: PDCCH monitoring configurations for UEs not requiring low latency according to Alt 3 N=4.
Next, for UEs requiring low latency, the network can utilize PDCCH monitoring configurations illustrated in Figure 10. 
· In the first example for UE4, the UE USS periodicity is still set to 4 slots, but the monitoring occasions are offset from those for the CSS. Between the USS and CSS monitoring occasions, the UEs can effectively be scheduled every other slot. A window sliding forward in time is checked to ensure the N-slot PDCCH processing capability,  is not exceeded.
· In the second example for UE5, the UE USS periodicity is set to 2 slots and the required number of BD/CCEs in each USS monitoring occasion is denoted by . The USS monitoring occasions are aligned with the CSS. The UEs can be scheduled every other slot.
· For both types of examples, a window sliding forward in time  is checked to ensure the N-slot PDCCH processing capability,  is not exceeded.
[image: ]
[bookmark: _Ref67650444]Figure 10: PDCCH monitoring configurations for UEs requiring low latency according to Alt 3 N=4.
Finally, for UEs requiring ultra-low latency, the network can utilize PDCCH monitoring configurations illustrated in Figure 11.
· In the first example for UE6, the UE USS periodicity is still set to 2 slots and the required number of BD/CCEs in each USS monitoring occasion is denoted by . The monitoring occasions are offset from those for the CSS. Between the USS and CSS monitoring occasions, the UEs can effectively be scheduled almost every slot. A window sliding forward in time is checked to ensure the N-slot PDCCH processing capability,  is not exceeded.
· In the second example for UE7, the UE USS periodicity is set to every slot and the required number of BD/CCEs in each USS monitoring occasion is denoted by . The UEs can be scheduled in every slot. A window sliding forward in time is checked to ensure the N-slot PDCCH processing capability,  is not exceeded.
[image: ]
[bookmark: _Ref67650692]Figure 11: PDCCH monitoring configurations for UEs requiring ultra-low latency according to Alt 3 N=4.
In which OFDM symbols of a monitored slot shall PDCCH be monitored?
Intra-slot monitoring case 2 capability was introduced to support mini slots (Type B PDSCH mapping) for the existing FR1/FR2 bands. However, as the following table shows, the slot duration for 480/960 kHz SCS is very short to start with. The 480/960 kHz SCS slot duration is in fact comparable to the duration of a 3-symbol mini-slot in 120 kHz SCS. Therefore, it is our view that there is no need to have such flexible monitoring within a slot.
	SCS [kHz]
	120
	480
	960

	Slot duration [μs]
	125
	31.25
	15.63

	Duration of 3 symbols [μs]
	26.8
	
	



For Alt 3, intra-slot monitoring case 1-1 capability should be supported. Intra-slot monitoring case 1-2 capability support can be further studied to see whether there is any favorable tradeoff between added benefits and additional complexity.
Analysis
Alt 3 allows the network to stagger USSs for different UEs in different slots while recognizing that a slot containing CSS is common for all users. It is also possible for the network to distribute the UEs’ N-slot PDCCH processing capabilities, , over the N-slot span (for example, all in one slot or over several slots). Alt 3 thus provides the beneficial flexibility for the network to jointly consider and optimize the various requirements from different UEs and network in terms of capabilities, latency requirements and PDCCH resource capacities. 
One question regarding Alt 3 raised in last RAN1 meeting was related to UE power consumption. There was a concern that there may be lack of micro-sleep opportunities if UEs are configured to monitor in every slot. However, as discussed in the above, the network configures the PDCCH monitoring patterns for each UE based on the requirements on service latency, UE power consumption and network scheduling resources. If a UE does not need low latency and the network scheduling resources are not constrained, the network will configure the PDCCH monitoring patterns as those shown in Figure 9 to provide micro-sleep opportunities to the UEs. PDCCH monitoring patterns as those shown in Figure 10 and Figure 11 are configured to a UE only when necessary.

[bookmark: _Toc68610477]Alt 3 allow the network to flexibly spread the UEs’ N-slot PDCCH processing capabilities, , over the N-slot span (for example, all in one slot or over several slots) to optimize the various requirements from different UEs and network in terms of capabilities, latency requirements, PDCCH resource capacities and power savings.

Another question raised in the last RAN1 meeting is related to how PDCCH overbooking/dropping is applied under Alt 3. One question was as to whether there may be cases whether a monitoring occasion is to be dropped in one sliding window but retained in another sliding window. This question seems to be similar to the discussion on whether Alt 2 support the PDCCH monitoring configuration shown in Figure 6 and Figure 7.
The NR PDCCH overbooking/dropping schemes are designed based on the following Rel-15 agreements:
· Overbooking is not allowed for CSS.
· Overbooking is not allowed for SCells.
· For the PCell, slots are checked one at a time (indexed by the slot number).
· For a slot, the USS are considered one at a time based on their ID.
· If the UE processing capabilities are exceeded in the slot, the USS is dropped from the slot. All subsequent USS are also dropped from the slot.
While overbooking USS on PCells is not explicitly forbidden, overbooking of USS on its own is not used in practice since the extraneous USS will almost always be dropped. There is hence little use in overbooking the USS on its own. PDCCH dropping is in practice an issue only when CSS and USS monitoring locations are in the same slot of a PCell.
For Rel-17 with capability defined for N slots, there are N sliding windows covering a monitoring occasion. We can consider the following PDCCH overbooking/dropping rules:
· Overbooking is not allowed for CSS.
· Overbooking is not allowed for SCells.
· For the PCell, a window of N slots sliding forward in time is checked one sliding position at a time (indexed by the slot number of its first slot).
· For a sliding window at a given position, the USS are considered one at a time based on their ID.
· If the UE processing capabilities are exceeded in the window, monitoring occasions of the USS are dropped from the window. All subsequent USS are also dropped from the window.
· If a monitoring occasion within an earlier position of the sliding window is dropped, the same monitoring occasion is also dropped within a later position of the sliding window, and is thus not counted toward the PDCCH processing budget for the later sliding window position.
In the following four examples illustrated in Figure 12, the UE is capable of support , where each CSS (periodicity of 16 slots) or USS (periodicity of 4 slots) monitoring occasion requires PDCCH processing load of . No overbooking is allowed for CSS. USS1 is first checked and no dropping is necessary for any of its monitoring occasions. USS2 is then checked. Whenever the PDCCH processing load exceeds the UE capability in a first position of the sliding window (highlighted in the illustration), the monitoring occasion of USS2 is dropped. According to the above proposed dropping rules, if the same monitoring occasion overlaps a later position of the sliding window, it is also considered to be dropped. 
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[bookmark: _Ref67924947]Figure 12: N=4 PDCCH dropping examples for UE is capable of supporting , where each CSS (periodicity of 16 slots) or USS1 (periodicity of 4 slots) monitoring occasion requires PDCCH processing load of .
In the next two examples illustrated in Figure 13, the UE is capable of support , where each CSS (periodicity of 16 slots) monitoring occasion requires PDCCH processing load of  and each of the USS (periodicity of 4 slot) monitoring occasion requires PDCCH processing load of . USS1 and USS2 are first checked and no dropping is required. USS3 is checked next and, whenever the PDCCH processing load exceeds the UE capability in a first sliding window (highlighted in the illustration), the monitoring occasions of USS3 and USS4 within that sliding window are dropped. Finally, USS4 is checked and additional monitoring occasions are dropped when the PDCCH processing load exceeds the UE capability. Again, according to the above proposed dropping rules, if the same monitoring occasion overlaps a later position of the sliding window, it is also considered to be dropped.
[image: ]
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[bookmark: _Ref67924974]Figure 13: N=4 PDCCH dropping example for UE is capable of supporting , where each CSS (periodicity of 16 slots) monitoring occasion requires PDCCH processing load of  and each of the USS (periodicity of 4 slot) monitoring occasion requires PDCCH processing load of .

[bookmark: _Toc68610478]For Rel-17 UE with multi-slot PDCCH processing capabilities, overbooking and PDCCH dropping rules similar to those for Rel-15 can be considered:
· [bookmark: _Toc68610479]Overbooking is not allowed for CSS.
· [bookmark: _Toc68610480]Overbooking is not allowed for SCells.
· [bookmark: _Toc68610481]For the PCell, a window of N slots sliding forward in time is checked one sliding position at a time (indexed by the slot number of its first slot). 
· [bookmark: _Toc68610482]For a sliding window at a given position, the USS are considered one at a time based on their ID. 
· If the UE processing capabilities are exceeded in the window, monitoring occasions of the USS are dropped from the window. All subsequent USS are also dropped from the window.
· [bookmark: _Toc68610483]Furthermore, if a monitoring occasion in a later position of the sliding window overlaps the same dropped monitoring occasion from an earlier position of the window, the monitoring occasion remains as dropped.

[bookmark: _Toc67653044]2.3	Capability scaling for multi-slot PDCCH monitoring
In this section, we first provide estimate of UE per-slot PDCCH processing capabilities for 480 and 960 kHz SCS. We then discuss the PDCCH processing capabilities for multiple slots. The discussion is applicable to all three alternatives for defining UE multi-slot PDCCH processing capabilities discussed in Section 2.2.
[bookmark: _Toc67653045]2.3.1	Per-slot PDCCH processing capabilities for 480/960 kHz SCS
With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider the UE PDCCH processing capabilities specified in Section 10.1 of TS 38.213 in terms of number of blind decodes in Table 10.1-2 and number of CCEs in Table 10.1-3. For both sets of PDCCH processing capabilities, the quantities shrink exponentially with SCS (value of µ). 
Table 10.1-2: Maximum number [image: ] of monitored PDCCH candidates per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of monitored PDCCH candidates per slot and per serving cell [image: ]

	0
	44

	1
	36

	2
	22

	3
	20



Table 10.1-3: Maximum number [image: ] of non-overlapped CCEs per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
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	Maximum number of non-overlapped CCEs per slot and per serving cell [image: ]

	0
	56

	1
	56

	2
	48

	3
	32



As a first step to start the processing timeline discussion, we fit simple formulae to the Rel-15 processing capabilities as the benchmarks for NR operation in 52.6 to 71 GHz. The Rel-15 PDCCH processing capabilities per slot can be fitted to simple formulae to obtain initial benchmarks for further discussion. Using the minimum mean absolute deviation fitting, the fitted PDCCH processing capabilities per slot are shown as follows:

[bookmark: _Hlk61353668]The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. The fitted formulae clearly exhibit exponential reduction in UE PDCCH processing capabilities with higher numerologies as can be further observed in Figure 14. Since  for  and  are identical, the fitting uses a nominal  to pair with  as input.
[image: ]
[bookmark: _Ref60921413][bookmark: _Hlk61354178]Figure 14: Extrapolated  and  values per slot
The extrapolated UE PDCCH processing capabilities in Figure 14 are tabulated in  Table 1 as a function of SCS. The numbers indicate there may be doubts on whether the UE operating with a SCS such as 960 kHz SCS can support even one AL-16 PDCCH considering the need to configure a number of common and UE specific search spaces with various aggregation levels.
[bookmark: _Ref60824877] Table 1: Extrapolated  and  values per slot
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	
	44
	36
	22
	20
	
	

	BD Estimate
	44
	34
	26
	20
	12
	9

	
	
	
	
	
	
	

	SCS [kHz]
	15*20.5 (Nominal, used for fitting)
	60
	120
	480
	960

	
	56
	48
	32
	
	

	CCE Estimate
	56
	40
	32
	20
	16



[bookmark: _Toc67653046]2.3.2	Multi-slot PDCCH processing capabilities for 480/960 kHz SCS
In this section, we discuss two possible solutions to define bundled UE PDCCH processing capabilities when PDCCH monitoring per multiple slots is deployed.
The potential reduction of UE PDCCH processing capabilities per slot shown previously presents difficulties to maintain the same scheduling framework and flexibility as Rel-15 NR. It would impose substantial negative impacts to Rel-17 NR operation in 52.6 – 71 GHz if the UE PDCCH processing capabilities per multi-slot monitoring period remain as restrictive when the UE is configured to monitor the PDCCH every  slots. Therefore, it will be beneficial for NR operation in 52.6 – 71 GHz to scale UE PDCCH processing capabilities per -slots with the bundle size B:


[bookmark: _Toc53776234][bookmark: _Toc68183793]A first approach to define the UE PDCCH processing capabilities when PDCCH monitoring per multiple slots is deployed for larger SCS is to scale the UE PDCCH processing capabilities per  slots with the bundle size B. That is, the bundled UE PDCCH processing capabilities are  and .

With this first capability scaling solution, it is in principle possible to support any bundle size. However, it may be difficult or impractical for UE implementation to optimize the hardware and software timelines to support various required UE processing capabilities associated with arbitrary flexible bundle sizes. It will be beneficial for RAN1 to narrow down the bundle size values to those beneficial to system operations such that the specs and implementation are not over-burdened.
Toward narrowing down the supported PDCCH monitoring bundle values, a second possible solution is to maintain the same scheduling framework and capacity as a 120 kHz SCS system for larger SCS with PDCCH monitoring per multiple slots. For instance, PDCCH monitoring every  slots can be deployed for 480 kHz SCS. The UE PDCCH processing capabilities per 4-slot monitoring bundle can then be defined as


Similarly, the UE PDCCH processing capabilities per 8-slot monitoring bundle for 960 kHz SCS can then be defined as


In other words, the UE capability for BD/CCE per B-slot bundle for a larger SCS (480 or 960 kHz) is the same as the per-slot capability for 120 kHz.
[bookmark: _Toc68183794]A second approach to define the bundled UE PDCCH processing capabilities when PDCCH monitoring per multiple slots is deployed for larger SCS with a PDCCH monitoring frequency equal to that of 120 kHz SCS is to maintain the same UE processing capabilities per-slot as in a 120 kHz SCS system. That is, the bundled UE PDCCH processing capabilities are , and .

For scaling solution 2, there remains the questions of whether and how to define the UE PDCCH processing capabilities for 480 kHz SCS with bundle size  and for 960 kHz SCS with bundle size . It is noted that the hashing functions spread the candidates evenly across the CORESET. Since separate hashing functions are used for PDCCH candidates of different aggregation levels and the channel estimation CCE budget counts separately the channel estimation performed for different CORESETs, support of different aggregation levels and scheduling framework become difficult for  (where 32 is the per-slot CCE budget corresponding 120 kHz SCS in Rel-15). Therefore, to ensure proper system operations and lower specs impacts, UE PDCCH processing capabilities for 480 kHz SCS with bundle size  and for 960 kHz SCS with bundle size  are to be defined as the same as for 480 kHz SCS with bundle size  and for 960 kHz SCS with bundle size , respectively.
Figure 15 shows the BD and CCE budgets per B slots for Capability Scaling Solutions 1 and 2 assuming B = 4 for 480 kHz and B = 8 for 960 kHz. It can be further discussed what values to define within the range provided by these two solutions.
[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref68084604]Figure 15: BD and CCE budgets per slot and scaled values per B-slots (B = 4 for 480 kHz and B = 8 for 960 kHz). 
For 480 kHz SCS with bundle size  and for 960 kHz SCS with bundle size , the scaling approaches discussed in the above can be combined. That is, for the example of 480 kHz SCS with , the UE PDCCH processing capabilities are defined as double those for a 120 kHz SCS system. In summary, if monitoring bundle size of  for 480 kHz SCS or  for 960 kHz SCS are supported, the UE PDCCH processing capabilities are defined as follows:


In these expressions,  has a stair-step pattern as a function of B. For example, for 480 kHz (), it equals 1 for , 2 for , 3 for , and so on.
[bookmark: _Toc68183795]If arbitrary monitoring bundle size of  is supported for UE capability scaling Option 2, i.e.,  for 480 kHz SCS or  for 960 kHz SCS are supported, the bundled UE PDCCH processing capabilities are scaled relative to those for the 120 kHz SCS by a factor of .

[bookmark: _Toc67653048]Conclusion
In this paper we made the following observations: 
Observation 1	While the three alternatives for defining UE multi-slot PDCCH processing capabilities are constructed from different starting perspectives, they all end up utilizing or requiring certain sliding window check on the PDCCH processing loads.
Observation 2	Alt 1A where PDCCH monitoring is restricted to the beginning of an N-slot group is less flexible than Alt 2 but has the same operational flaws as Alt 2 from a network perspective.
Observation 3	Alt 1B where PDCCH monitoring can be configured in any slot of an N-slot group becomes operationally identical to Alt 3 when all restrictions against local PDCCH processing load violations are put in place.
Observation 4	Alt 2 (and Alt 1A) requires the UE to support intra-slot monitoring capability of Y≫3 OS.
Observation 5	Alt 1A or Alt 2 with small Y values places stringent limitations on how the network can configure PDCCH monitoring occasions: forcing USS to be aligned closely with the CSS. It substantially suppresses the network’s potential to optimize the various requirements from different UEs and the network in terms of capabilities, latency requirements and PDCCH resource capacities.
Observation 6	There are multiple possible “first monitoring occasions” of groups of monitoring occasions or, equivalently, multiple delineations of monitoring occasion groups that can give opposite answers to whether a particular PDCCH monitoring configuration is allowed or not. It is necessary to check several different delineations of monitoring occasion groups under Alt 2 which brings about complexity and similarity to Alt 3. The multiple possible delineations also raise issues on how exactly to handle PDCCH overbooking/dropping under Alt 2.
Observation 7	Alt 2 may also require additional PDCCH processing load restriction/checking as Alt 1B. Further clarification from the proponent companies are needed.
Observation 8	Alt 3 allow the network to flexibly spread the UEs’ N-slot PDCCH processing capabilities, , over the N-slot span (for example, all in one slot or over several slots) to optimize the various requirements from different UEs and network in terms of capabilities, latency requirements, PDCCH resource capacities and power savings.
Observation 9	For Rel-17 UE with multi-slot PDCCH processing capabilities, overbooking and PDCCH dropping rules similar to those for Rel-15 can be considered:
o	Overbooking is not allowed for CSS.
o	Overbooking is not allowed for SCells.
o	For the PCell, a window of N slots sliding forward in time is checked one sliding position at a time (indexed by the slot number of its first slot).
	For a sliding window at a given position, the USS are considered one at a time based on their ID.
	Furthermore, if a monitoring occasion in a later position of the sliding window overlaps the same dropped monitoring occasion from an earlier position of the window, the monitoring occasion remains as dropped.
Based on the discussion in the previous sections we propose the following:
Proposal 1	Solutions to support multi-slot PDCCH monitoring for Rel-17 NR should consider the benefits and impacts to both UEs and gNBs. The solutions shall allow the network to distribute the multi-slot PDCCH monitoring/processing loads for different types of UEs flexibly across the multiple slots.
Proposal 2	A first approach to define the UE PDCCH processing capabilities when PDCCH monitoring per multiple slots is deployed for larger SCS is to scale the UE PDCCH processing capabilities per  slots with the bundle size B. That is, the bundled UE PDCCH processing capabilities are  and .
Proposal 3	A second approach to define the bundled UE PDCCH processing capabilities when PDCCH monitoring per multiple slots is deployed for larger SCS with a PDCCH monitoring frequency equal to that of 120 kHz SCS is to maintain the same UE processing capabilities per-slot as in a 120 kHz SCS system. That is, the bundled UE PDCCH processing capabilities are , and .
Proposal 4	If arbitrary monitoring bundle size of  is supported for UE capability scaling Option 2, i.e.,  for 480 kHz SCS or  for 960 kHz SCS are supported, the bundled UE PDCCH processing capabilities are scaled relative to those for the 120 kHz SCS by a factor of .
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