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Introduction
In the Revised SID of Rel-17 XR Evaluations for NR [1], the objective of this study item are listed as follows:
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
This paper provides the initial system capacity results for CG and AR/VR in both FR1 and FR2 in Dense Urban, UMa and Indoor Hotspot scenario for preliminary observation on the feasibility of the services of interest.

Evaluation Assumption 
In this section, the traffic model assumption and the SLS simulation parameters are captured. 
Downlink Traffic model
The mean packet size of CG and AR/VR DL traffic is assumed to be of truncated Gaussian distribution and can be derived from the target data rates and the fps. The maximum packet size is assumed to be 150% of the mean packet size and the standard deviation is assumed to be 15% of the mean packet size. Jitter is also modelled through a truncated Gaussian distribution. The corresponding values related to the packet size are given in Table 1, assuming the data rates for cloud gaming and AR/VR are 30/8 Mbps and 45/30 Mbps for the downlink traffic, respectively. In the following sections, we assume that one video frame equals one packet for our simulation.

[bookmark: _Ref60926210]Table 1: Traffic model parameters for Cloud gaming and AR/VR
	
	Cloud Gaming
	AR/VR

	DL traffic
	Data rate
	30 Mbps
	8 Mbps
	45 Mbps
	30 Mbps

	
	Packet size distribution
	Truncated Gaussian

	
	Avg. data packet size (Bytes)
	62500
	16667
	93750
	62500

	
	Data packet size STD (Bytes)
	9375
	2500
	14062
	9375

	
	Max packet size (Bytes)
	93750
	25000
	140625
	93750

	
	Packet format 
	UDP

	
	Packet arrival rate (sec)
	Periodic (1/FR), FR = 60

	
	

	
	Jitter value distribution
	Truncated Gaussian

	
	Avg. jitter value (ms)
	0

	
	Jitter value STD (ms)
	2

	
	Max jitter value (ms)
	4

	
	Min jitter value (ms)
	-4



System capacity definition
It was agreed in RAN1 103-e meeting that the system capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied, where X=90 is the baseline for evaluation. The user being satisfied should meet both requirements for packet latency and reliability. The requirements are captured in Table 2.

[bookmark: _Ref67922318]Table 2: Packet delay budget and reliability requirement for CG and AR/VR
	
	Cloud Gaming
	AR/VR

	DL traffic
	Data rate
	30 Mbps
	8 Mbps
	45 Mbps
	30 Mbps

	
	Packet delay budget
	15ms
	10ms

	
	Reliability requirement
	99%



SLS parameters
In this contribution, both outdoor and indoor deployment are evaluated, including Dense Urban, UMa and Indoor Hotspot. The SLS parameters used for evaluation are listed in Table 3, Table 4, Table 5, Table 6 and Table 7.

[bookmark: _Ref61018910]Table 3: SLS assumptions for Dense Urban in FR1
[image: ]

[bookmark: _Ref61018918]Table 4: SLS assumptions for UMa deployment in FR1
[bookmark: _Ref61018921][image: ]

[bookmark: _Ref61019791]Table 5: SLS assumptions for Indoor Hotspot in FR1
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[bookmark: _Ref67929207]Table 6: SLS assumptions for Dense Urban in FR2
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[bookmark: _Ref67929218]Table 7: SLS assumptions for Indoor Hotspot in FR2
[image: ]
CG Simulation Results
FR1
Figure 1 shows the system capacity results for the downlink traffic of CG in FR1. It can be seen that with the data rate equal to 8Mbps, the capacity number is 54, 46 and 38 (users per cell) for Dense Urban, UMa and Indoor Hotspot, respectively. The system is capable of accommodating large number of users in this case. However, when the data rate is 30Mbps, the capacity number reduces to 12, 9 and 7. Another observation is that the capacity in Dense Urban outnumbers the others due to smaller path loss compared with UMa and more powerful MIMO configuration than the antenna setting used in Indoor Hotspot.
[bookmark: _Ref61020476]Figure 1: System capacity curves for the downlink traffic of Cloud gaming in FR1
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[bookmark: _Ref61444587][bookmark: _Ref68193748]Observation 1: The downlink capacity result for Cloud gaming in FR1 is 54, 46 and 38 with 8Mbps data rates and is 12, 9 and 7 with 30Mbps data rates for Dense Urban, UMa and Indoor Hotspot, respectively.
[bookmark: _Ref61444598]Observation 2: For the downlink traffic evaluation in FR1, the capacity number in Indoor Hotspot is smaller than the capacity number in Dense Urban and UMa due to inferior antenna setting.
FR2
Figure 2 shows the system capacity results for the downlink traffic of CG in FR2, which is 27 for Dense urban and 32 for Indoor Hotspot with 8Mbps data rates and is 7 for both scenarios with 30Mbps data rates. Note that the capacity for CG in Indoor Hotspot in FR2 is comparable to its counterpart in FR1 while the capacity for CG in Dense Urban suffers a great reduction from FR1 to FR2. The cause may be the larger path loss at higher frequency band and to support Cloud gaming service, FR2 can be considered for indoor scenarios.

[bookmark: _Ref68084638][bookmark: _Ref67994122]Figure 2: System capacity curves for the downlink traffic of Cloud gaming in FR2
[image: ]
[bookmark: _Ref68193779]Observation 3: The downlink capacity results for Cloud gaming in FR2 is 27 for Dense Urban and 32 for Indoor Hotspot with 8Mbps data rates and is 7 with 30Mbps data rates for both scenarios.
[bookmark: _Ref68193834]Observation 4: Since the downlink capacity results for Indoor Hotspot in FR1 and FR2 are comparable for Cloud gaming service, the service can be supported via FR2 spectrum for indoor scenarios. 
XR Simulation Results
FR1
Figure 3 shows the system capacity results for the downlink traffic of AR/VR in FR1. Due to higher downlink data rates and more stringent requirement for the packet delay budget than Cloud gaming, the system can only support up to 9, 6 and 6 users with 45Mbps data rate and 5, 4 and 4 users with 30Mbps data rate for Dense Urban, UMa and Indoor Hotspot, respectively. The capacity for such services is relatively small and should be enhanced. 
[bookmark: _Ref68103076]Figure 3: System capacity curves for the downlink traffic of AR/VR in FR1
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[bookmark: _Ref68193839]Observation 5: The downlink capacity result for AR/VR is poorer than the downlink capacity results of CG due to larger data rates and more stringent latency requirement. 
[bookmark: _Ref68193843]Observation 6: The downlink capacity result for AR/VR in FR1 is 9, 6 and 6 with 30Mbps data rates and is 5, 4 and 4 with 45Mbps data rates for Dense Urban, UMa and Indoor Hotspot, respectively. 

FR2
Figure 4 shows the system capacity results for the downlink traffic of AR/VR in FR2. For AR/VR with 30Mbps data rates, the system can support up to 6 users for Dense Urban and around 4 users for Indoor Hotspot. For a higher data rates of 45Mbps, the capacity reduces to 3 and 2 for Dense Urban and Indoor Hotspot, respectively. One common observation for both FR1 and FR2 is that the downlink capacity for AR/VR with 45Mbps data rates is quite limited. Enhancements can be towards to increase the throughput or reduce the latency for these latency-sensitive services, for example, carrier aggregation. 
[bookmark: _Ref68103685]Figure 4: System capacity curves for the downlink traffic of AR/VR in FR1
[image: ]
[bookmark: _Ref68193845]Observation 7: The downlink capacity result for AR/VR in FR2 is 6 and 4 with 30Mbps data rates and is 3 and 2 with 45Mbps data rates for Dense Urban and Indoor Hotspot, respectively.
[bookmark: _Ref68193847]Observation 8: With only 100MHz transmission bandwidth, the downlink system capacity for AR/VR with 45Mbps data rates is poor in both FR1 and FR2. Enhancement like carrier aggregation can be utilized to increase the capacity. 
XR Simulation Results with Carrier Aggregation
FR1
In previous sections we have seen that the downlink capacity for AR/VR is small. A straightforward way to increase the capacity is via larger transmission bandwidth. Due to the limitation of the 100MHz maximum bandwidth in FR1, UE can be configured with larger total bandwidth via carrier aggregation. In this subsection, the downlink capacity of FR1 inter-band CA of two carriers is evaluated. We also provide the results considering additional enhancements for CA, including PUCCH on both carriers and cross-carrier retransmission. We consider here the frequency bands deployed in real world which are N41 (2.6 GHz) and N79 (4.9 GHz), and the corresponding used TDD patterns are DDDDDDDSUU and DSUDDSUUDD. Note that uplink slots are intentionally separated in two patterns in case of uplink power sharing between two carriers.

It can be observed from Figure 5 that the system capacity with CA is the larger than the sum of the capacity of its component carriers, indicating that CA itself without any enhancements can already provide the capacity gain. With additional enhancements, the capacity can further increase 66% (6 to 10 users per cell) for Dense Urban and 33% (6 to 8 users per cell) compared to the CA baseline. 
[bookmark: _Ref68017442]Figure 5: System capacity curves for the downlink traffic of AR/VR in FR1 with inter-band CA
[image: ]

In choosing the TDD patterns that are suitable in supporting latency-sensitive and high downlink data rate services, there is a trade-off between the uplink round trip time and the downlink transmission ability. If there are more uplink slots distributed evenly in the TDD pattern, it can reduce the HARQ delay, which is more critical in FR1 due to longer time duration of a slot. However, more uplink slots mean less downlink opportunity and thus less downlink data rates can be supported.

[bookmark: _Ref68193849]Observation 9: CA can provide capacity gain and the system capacity with CA is the larger than the sum of the capacity of its component carriers.
[bookmark: _Ref68193851]Observation 10: With additional enhancements on CA, 66% capacity gain for Dense Urban and 33% capacity gain for Indoor Hotspot can be observed compared to the CA without enhancements.
[bookmark: _Ref68193854]Observation 11: The adopted TDD patterns in supporting latency-sensitive services like AR/VR should consider the trade-off between the uplink and downlink opportunities and the uniformity of uplink slots. 
FR2
In this subsection, the downlink capacity of FR2 intra-band CA of two carriers is evaluated. The TDD pattern adopted for the intra-band CA simulation is DDDSU. From Figure 6 we can see that when another carrier is configured to a UE, the capacity can be more than doubled compared with the capacity where only one carrier is configured. For Dense Urban, the capacity increases from 3 to 12 users per call and for Indoor Hotspot, the capacity increases from 2 to 12 users per cell. 
[bookmark: _Ref68188664]Figure 6: System capacity curves for the downlink traffic of AR/VR in FR2 with intra-band CA
[image: ]
[bookmark: _Ref68193855]Observation 12: With CA of two carriers in FR2, the capacity increases from 3 to 12 users per cell for Dense Urban and from 2 to 12 for Indoor Hotspot. 
[bookmark: _Ref68193860]Observation 13: With CA of two carriers in FR2, the system can achieve good capacity for AR/VR with 45Mbps data rates and the service can be supported via FR2 spectrum for indoor scenarios.
[bookmark: _Ref68193862]Observation 14: A UE is more likely to be configured with multiple carriers in FR2 than in FR1, the scheduler efficiency in terms of downlink control information to schedule large number of carriers can be an issue for further discussion.  
[bookmark: _Ref68619795]Observation 15: Both XR and CG applications are supportable in both FR1 and FR2. Considering FR1 has the better coverage, it is more suitable to support XR/CG applications in Dense Urban via FR1.
Uplink Simulation Results
Uplink traffic model and requirements
For CG and VR, the uplink traffic is modelled as a single stream which carries the information of pose/control. For AR, the uplink traffic could have multiple streams and the detail is still under discussion. In this contribution, we model the AR uplink traffic by pose/control and video where the requirements for the two streams may be different. The satisfied user should meet the requirements for both streams. The detailed traffic model assumptions and requirements are captured in Table 8. 
[bookmark: _Ref68171902]Table 8: Traffic model parameters and requirements for pose control and video
	
	Pose/Control
	Video

	UL traffic
	Data rate
	25 Kbps
	20 Mbps
	10 Mbps

	
	Packet size distribution
	fixed
	Truncated Gaussian

	
	Avg. data packet size (Bytes)
	100
	41666
	20833

	
	Data packet size STD (Bytes)
	N/A
	6250
	3125

	
	Max packet size (Bytes)
	N/A
	62500
	31250

	
	Packet format 
	UDP

	
	Packet arrival rate (sec)
	250
	60

	
	Packet delay budget
	10ms
	60ms

	
	Reliability requirement
	99%
	99%



CG/VR
Figure 7 shows the system capacity results for the uplink traffic of CG/VR in FR1. We can see that the capacity number is quite adequate in all scenarios, with the number larger than 55, 50 and 40 for Dense Urban, UMa and Indoor Hotspot, respectively. Note that the number is chosen to compare with the downlink capacity of the Cloud gaming service with 8Mbps data rates, indicating that downlink capacity is the bottleneck of CG/VR services.
[bookmark: _Ref68191615]Figure 7: System capacity curves for the uplink traffic of CG/VR in FR1
[image: ]

[bookmark: _Ref68193864]Observation 16: The uplink capacity number for CG/VR with only pose/control traffic is larger than 55, 50 and 40 for Dense Urban, UMa and Indoor Hotspot, respectively. 
[bookmark: _Ref68193867]Observation 17: The downlink capacity is the bottleneck of CG/VR services.
AR
Figure 8 shows the system capacity results for the uplink traffic of AR in FR1. For the video traffic with 20Mbps data rates, a quite limited capacity number is observed in all scenarios, which is 5, <2 and <3 users per cell for Dense Urban, UMa and Indoor Hotspot, respectively. Compared to the downlink capacity of AR, the bottleneck of the system capacity happens in the uplink for UMa and Indoor Hotspot. To reduce the uplink traffic loading, a smaller data rate should be considered. For example, the capacity number with 10Mbps video data rates is 11, 4 and 6 users per cell for Dense Urban, UMa and Indoor Hotspot, respectively. In this case, we can see that the bottleneck happens no longer in the uplink.
[bookmark: _Ref68193095]Figure 8: System capacity curves for the uplink traffic of AR in FR1
[image: ]

[bookmark: _Ref68193869]Observation 18: The uplink capacity number for AR traffic where 20Mbps data rates is considered for the video is smaller than the downlink capacity number and a lower data rates could be considered.
[bookmark: _Ref68193872]Observation 19: The uplink is not the bottleneck for AR traffic if the video data rates is 10Mbps.
[bookmark: _Ref68193877]Proposal 1: For the video data rates for AR traffic, consider the value less than 20Mbps, e.g., 10Mbps.
Power Consumption Evaluations
Cloud gaming and AR/VR services are of high data rates, having short data inter-arrival time and stringent data latency requirement. The traffic characteristics make those services much more power-consuming than other existing applications like VoIP or instant messaging. The most difficult part for power saving in Cloud gaming and AR/VR is to save power while maintaining an acceptable user satisfaction rate. In this section, we provide the preliminary power evaluation results for cDRX and other DCI-based power saving schemes including Rel-15 and Rel-16 bandwidth part framework based power saving schemes and the potential enhancement in Rel-17.

Figure 9 shows the power evaluation results for AR/VR traffic with 100Mbps data rates under different cDRX configurations and the corresponding outage rates are also provided. Note that (x, y, z) represents (cycle length, on-duration timer, inactivity timer) and 10ms is chosen as the cycle length to match the frequent data arrival. Two carriers are configured for a UE in FR1 and four carriers are configured for a UE in FR2. We can see that to achieve power saving, the outage rate will increase due to higher transmission latency. When we use DRX(10,5,5), 10.2% power saving gain is obtain in FR1 and 16.3% power saving gain is obtained in FR2 with corresponding increase of the outage rate equal to 1.3% and 1.6%, respectively. The power saving gain of cDRX is limited and the use of cDRX leaves no space in terms of outage rate for other power saving techniques.
[bookmark: _Ref68612905]Figure 9: Power consumption and outage rate under different cDRX configurations
[image: ]

In our previous contribution for Rel-17 power saving [2] we have proposed a Rel-17 retransmission-aware method to enhance the existing scheduling DCI-based power saving solution. Figure 10 shows the power comparison between Rel-15 and Rel-16 DCI-based power saving including change of control monitoring periodicity (50% reduction), cross-slot scheduling and SCell dormancy and our Rel-17 improvement. We can notice that even with Rel-15 and Rel-16 power saving solution, the power saving gain is larger than the use of cDRX but with smaller increment of the outage rate which is equal to 1%. When we further apply the Rel-17 enhancement, a huge power saving gain of 64.15% compared with the baseline is achieved and with only minor increase of the outage rate.
[bookmark: _GoBack]
[bookmark: _Ref68617111]Figure 10: Power consumption and outage rate between No cDRX, Rel-15 & Rel-16 DCI-based power saving and Rel-17 enhancement
[image: ]

[bookmark: _Ref68619812][bookmark: _Ref68625124]Observation 20: The power saving gain for cDRX used in data-intensive services like AR/VR is limited and it can lead to larger increase of outage rate.
[bookmark: _Ref68619815]Observation 21: The retransmission-aware DCI-based power saving adaptation can provide considerable power saving gain with acceptable increase of the outage rate.
Conclusion
In this contribution, we provided the evaluation results for Cloud gaming and AR/VR in both FR1 and FR2 including Dense Urban, UMa and Indoor Hotspot scenarios. We also provides the capacity results under carrier aggregation for the services with higher data rates. The system capacity can be summarized in Table 9 and Table 10 and our observations/proposals are listed as follows.

Observation 1: The downlink capacity result for Cloud gaming in FR1 is 54, 46 and 38 with 8Mbps data rates and is 12, 9 and 7 with 30Mbps data rates for Dense Urban, UMa and Indoor Hotspot, respectively.

Observation 2: For the downlink traffic evaluation in FR1, the capacity number in Indoor Hotspot is smaller than the capacity number in Dense Urban and UMa due to inferior antenna setting.

Observation 3: The downlink capacity results for Cloud gaming in FR2 is 27 for Dense Urban and 32 for Indoor Hotspot with 8Mbps data rates and is 7 with 30Mbps data rates for both scenarios.

Observation 4: Since the downlink capacity results for Indoor Hotspot in FR1 and FR2 are comparable for Cloud gaming service, the service can be supported via FR2 spectrum for indoor scenarios.

Observation 5: The downlink capacity result for AR/VR is poorer than the downlink capacity results of CG due to larger data rates and more stringent latency requirement.

Observation 6: The downlink capacity result for AR/VR in FR1 is 9, 6 and 6 with 30Mbps data rates and is 5, 4 and 4 with 45Mbps data rates for Dense Urban, UMa and Indoor Hotspot, respectively.

Observation 7: The downlink capacity result for AR/VR in FR2 is 6 and 4 with 30Mbps data rates and is 3 and 2 with 45Mbps data rates for Dense Urban and Indoor Hotspot, respectively.

Observation 8: With only 100MHz transmission bandwidth, the downlink system capacity for AR/VR with 45Mbps data rates is poor in both FR1 and FR2. Enhancement like carrier aggregation can be utilized to increase the capacity.

Observation 9: CA can provide capacity gain and the system capacity with CA is the larger than the sum of the capacity of its component carriers.

Observation 10: With additional enhancements on CA, 66% capacity gain for Dense Urban and 33% capacity gain for Indoor Hotspot can be observed compared to the CA without enhancements.

Observation 11: The adopted TDD patterns in supporting latency-sensitive services like AR/VR should consider the trade-off between the uplink and downlink opportunities and the uniformity of uplink slots.

Observation 12: With CA of two carriers in FR2, the capacity increases from 3 to 12 users per cell for Dense Urban and from 2 to 12 for Indoor Hotspot.

Observation 13: With CA of two carriers in FR2, the system can achieve good capacity for AR/VR with 45Mbps data rates and the service can be supported via FR2 spectrum for indoor scenarios.

Observation 14: A UE is more likely to be configured with multiple carriers in FR2 than in FR1, the scheduler efficiency in terms of downlink control information to schedule large number of carriers can be an issue for further discussion.

Observation 15: Both XR and CG applications are supportable in both FR1 and FR2. Considering FR1 has the better coverage, it is more suitable to support XR/CG applications in Dense Urban via FR1.

Observation 16: The uplink capacity number for CG/VR with only pose/control traffic is larger than 55, 50 and 40 for Dense Urban, UMa and Indoor Hotspot, respectively.

Observation 17: The downlink capacity is the bottleneck of CG/VR services.

Observation 18: The uplink capacity number for AR traffic where 20Mbps data rates is considered for the video is smaller than the downlink capacity number and a lower data rates could be considered.

Observation 19: The uplink is not the bottleneck for AR traffic if the video data rates is 10Mbps.

Observation 20: The power saving gain for cDRX used in data-intensive services like AR/VR is limited and it can lead to larger increase of outage rate.

Observation 21: The retransmission-aware DCI-based power saving adaptation can provide considerable power saving gain with acceptable increase of the outage rate.

Proposal 1: For the video data rates for AR traffic, consider the value less than 20Mbps, e.g., 10Mbps.
[bookmark: _Ref61444773]Table 9: Summary of the downlink system capacity results for baseline
	Scenarios
	Dense Urban
	UMa
	Indoor Hotspot

	FR1 1CC

	DL Capacity for CG, 8Mbps
	54
	46
	38

	DL Capacity for CG, 30Mbps
	12
	9
	7

	DL Capacity for XR, 30Mbps
	9
	6
	6

	DL Capacity for XR, 45Mbps
	5
	4
	4

	FR2 1CC

	DL Capacity for CG, 8Mbps
	27
	N/A
	32

	DL Capacity for CG, 30Mbps
	7
	N/A
	7

	DL Capacity for XR, 30Mbps
	6
	N/A
	4

	DL Capacity for XR, 45Mbps
	3
	N/A
	2



[bookmark: _Ref68193997]Table 10: Summary of the uplink system capacity results for baseline
	Scenarios
	Dense Urban
	UMa
	Indoor Hotspot

	FR1 1CC

	UL Capacity for CG/VR
	>55
	>50
	>40

	UL Capacity for AR, 20Mbps video
	5
	<2
	<3

	UL Capacity for AR, 10Mbps video
	11
	4
	6




Reference
[1] [bookmark: _Ref60919050]RP-201145, “New SID on XR Evaluations for NR”, Qualcomm, RAN #88e
[2] [bookmark: _Ref68616936]R1-2100593, “On enhancements to DCI-based UE power saving during DRX active time”, MediaTek Inc., RAM1 #104-e
image1.png
BS Antennas (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
with 64 TXRU
(dH, dV) = (0.5, 0.5)

e
BS heigh 25m

hUT=15m

w (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2),

Channel Model UMa (38.901) with ISD = 200m
Outdoor UEs % 80% indoor, 20% outdoor

Antenna Gai BS: 8 dBi, 3-sector antenna
UE: 0 dBi, omni-directional

Max Tx Power BS: 44 dBm per 20 MHz
UE: 23 dBm

UE Speed 3 km/h

TDD Config. DDDSU

Scheduling Proportional fair
Guard Band 2.08% (272 360KHz RBs in 100MHz)
Overhead

Channel Estimation  JEEIN(S

Capacity as X% UE X =90
s d

2T/4R, (dH, dV) = (0.5A, N/A)

Carrier Frequency 4 GHz

Bandwidth (BW) Total BW = 1 CCs x 100 MHz;

m 21 cells with wraparound
Target BLER 10% (each transmission)




image2.png
BS Antennas (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8) Channel Model UMa (38.901) with ISD = 500m

with 64 TXRU Outdoor UEs % 80% indoor, 20% outdoor
(dH, dV) = (0.5A, 0.5A)
Antenna Gain BS: 8 dBi, 3-sector antenna
UE: 0 dBi, omni-directional

Max Tx Power BS: 49 dBm per 20 MHz
UE: 23 dBm

UE Speed 3 km/h
(M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), IMRRESIAIE DIzI2ELY

2T/4R, (dH, dV) = (0.5A, N/A) Scheduling Proportional fair
Guard Band 2.08% (272 360KHz RBs in 100MHz)
Overhead

Channel Estimation  JEEIRS

Capacity as X% UE X =90

BS Antenna Down 15 degrees

25m

hUT=15m

Carrier Frequency 4 GHz
Bandwidth (BW) Total BW = 1 CCs x 100 MHz;

Numerology 30 KHz SCS

21 cells with wraparound

s d

Target BLER 10% (each transmission)




image3.png
InH (38.901) with ISD = 20m

BS Antennas (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4) annel Model
with 32 TxRU TRP numbers: 12

(dH, dV) = (0.5A, 0.5A) 100% indoor
90 (pointing to the ground) Antenna Gain BS: 5 dBi, ceiling-mount antenna
t - UE: 0 dBi, omni-directional
i BS: 5 dB; UE: 9 dB
ax

Ni
M Power BS: 24 dBm per 20 MHz
UE Speed 3 km/h

2T/4R, (dH, dV) = (0.5A, N/A) TDD DDDSU

Scheduling Proportional fair

Guard Band 2.08% (272 360KHz RBs in 100MHz)

Carrier Frequency 4 GHz
Bandwidth (BW) Total BW = 1 CCs x 100 MHz;

Overhead
Channel Estimation  JEEINS

Capacity as X% UE X =90
Target BLER 10% (each transmission) d




image4.png
(M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
with 2 TXRU
(dH, dv) =(0.5), 0.53)

BS Antenna Down Tilt [ERRIES

UMa (38.901) with ISD =200m
Outdoor UEs % 100% outdoor

BS: 8 dBi, 3-sector antenna
UE: 5 dBi, antenna radiation pattern model 1

BS: 7 dB; UE: 13 dB

25m
BS: 40 dBm per 80 MHz. EIRP should not
- exceed 73 dBm
pUT=Lsm UE: 23 dBm, maximum EIRP 43 dBm
3km/h
ATx/4Rx: (M, N, P, Mg, Ng; Mp, Np) =
(2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)A, the DDDSU
polarization angles are 0° and 90° Proportional fair
306Hz
Bandwidth (BW) Total BW=1CCx 100 MHz [ENRNT-IRN-WNTY  56% (66 1440KHz RBs in 100MHz)
21 cells with wraparound Capacity as X% UE X=90

10% (each transmission)




image5.png
InH (38.901) with 1SD = 20m
TRP numbers: 12

(M, N, P, Mg, Ng; Mp, Np) = (16,8, 2,1,1;1,1)
with 2 TXRU
(dH, dV) =(0.5), 0.53)

BS Antenna Down Ti 90° (pointing to the ground)

3m

100% indoor

BS: 5 dBi, ceiling-mount antenna
UE: 5 dBi, antenna radiation pattern model 1

BS: 7 dB; UE: 13 dB

BS: 23 dBm per 80 MHz. EIRP should not
exceed 58 dBm

UE: 23 dBm, maximum EIRP 43 dBm
4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = 3km/h
(2/4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)A, the
polarization angles are 0° and 90° TDD Config. DDDSU

hUT=15m

30GHz Proportional fair

Bandwidth (BW) Total BW = 1 CCx 100 MHz

[ Yol 4.96% (66 1440KHz RBs in 100MHz)

120 KHz SCS
Realistic
120m x 50m
Capacity as X% UE X=90
10% (each transmission) satisfied

o
&
a
9

T
®




image6.png
1008

90

80

70

60

50

a0

30

20

10

% UEs with > 99% files delivered within 15ms

FR1, DL 1CC, CG 30Mbps

—e—DU
—=—UMa
——InH

9 12
#UEs Per Cell

18

100y

% UEs with > 99% :iles delivered within 15ms

FR1, DL 1CC, CG 8Mbps

90

80

70

60

50

40

30

20

10

—e— DU
—%—UMa

= InH
0

2

30

36

a2 48
#UEs Per Cell

54

60

66




image7.png
90

80

70

60

50

40

30

20

10

FR2, DL 100MHz, CG 30Mbps
% UEs with > 99% files delivered within 15ms

—e—DU
e InH

6 9
#UEs Per Cell

12

15

% UEs with > 99% files delivered within 15ms

100

FR2, DL 100MHz, CG 8Mbps

90

80

70

60

50

a0

30

20

10 ==ou
N

18

24

30
#UEs Per Cell

36

a2




image8.png
FR1, DL 1CC, XR 45Mbps FR1, DL 1CC, XR 30Mbps

100 % UEs with > 99% files delivered within 10ms 100 % UEs with > 99% files delivered within 10ms
90 90

80 80

70 70

60 60

50 50
40 40
30 30
20 20
] g |

ol ol

2 4 6 8 10 12 3 6 9 12 15

#UEs Per Cell #UEs Per Cell




image9.png
90

80

70

60

50

a0

30

20

10

% UEs with > 99% files delivered within 10ms

FR2, DL 100MHz, XR 45Mbps

—=— DU
—#—1InH

a 6 8
#UEs Per Cell

10

90

80

70

60

50

a0

30

20

10

FR2, DL 100MHz, XR 30Mbps
% UEs with > 99% files delivered within 10ms

—s— DU
——InH

6 9
#UEs Per Cell

12

15




image10.png
80

70

60

50

40

30

20

10

0

FR1 DU, DL 2CC, XR 45Mbps
% UEs with > 99% files delivered within 10ms

- CA Baseline
—®— CA Enhanced

—=— CCO, DDDDD DDSUU
—=— CC1, DSUDD SUUDD

2 4 6

8 10
#UEs Per Cell

12

14

16




image11.png
100

90

80

60

50

a0

30

20

10

FR2, DL 2CC, BW/C!

= 100MHz, XR 45Mbps

% UEs with > 99% files delivered within 10ms

—®— DU 1CC
—=— DU 2cC
= InH 1CC
—®— InH 2¢C

4 6 8 10 12
#UEs Per Cell

14

16 18




image12.png
FR1, UL
<

1Cc, Pose control

100y - - - I—\' . d
90
80
70
60
50
40
30
20
o[
=
20 25 30 35 40 45 50 55

#UEs Per Cell




image13.png
100

90

80

70

60

50

20

30

20

10

—s—0U
—%—UMa
—=—InH

FR1, UL 1CC, AR 20Mbps

#UEs Per Cell

100

90

80

70

60

50

40

30

20

10

FR1, UL 1CC, AR 10Mbps

—e— DU
—%—UMa
= InH

6 8
#UEs Per Cell

10

12

14




image14.png
FR1 Power Consumption FR2 Power Consumption

m l .

No cDRX (10,5,5) (10,5,10) No cDRX (10,5,5) (10,5,10)

Outage rate: 3.9% 5.2% 4.6% 2.9% 4.5% 3.4%





image15.png
FR2 Power Consumption [caseiD__________|outagerate

1 No cDRX 29%
-22.98% 2 Case 1+ Rel-15 & Rel-16 35%

- ____- ______ '_65-1-5_‘7:____ DCl-based power saving
_ 3 Case 2 +Rel-17 Enh. to 33%

DCl-based power saving

baseline

Casel: No cDRX case2 case3




