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 Introduction
A work item on physical layer enhancements for NR URLLC has been approved in RAN#88e with the following objective [1]:
	1. Study, identify and specify if needed, required Physical Layer feedback enhancements for meeting URLLC requirements covering 
· UE feedback enhancements for HARQ-ACK [RAN1]
· CSI feedback enhancements to allow for more accurate MCS selection [RAN1]
Note: DMRS-based CSI feedback is not in scope of this WI 


In this contribution, we discuss the possible enhancements for CQI reporting. More specifically, we evaluate the existing mechanisms for differential subband CQI and wideband reporting and provide the possible enhancements to enable better resource allocation and MSC selection at the gNB.
Aperiodic CSI on PUCCH
In this section, we discuss the need for A-CSI reporting in general for URLLC, then we discuss the advantages and disadvantages of the A-CSI on PUCCH considering the RAN1#102e agreed use-cases periodic and aperiodic data traffics.
Periodic data traffic (factory automation): given that the traffic model is periodic deterministic traffic, using P/SP-CSI reporting is more suitable and sufficient for initial transmission for the factory automation use-case. Besides, for the re-transmission scenarios, it should be noted that the smallest coherence time for this use-case is equal to ~2.25 ms (assuming UE speed 30 Km/h) and it is larger than the given latency requirement (1 ms). Therefore, there is no need to update the CSI reports for the re-transmission scenario. Thus, P/SP-CSI reporting is sufficient for the factory automation use-case.
Observation 1: P/SP-CSI reporting is sufficient for initial and re-transmission in periodic data traffic. 
Aperiodic data traffic (Rel-15 enabled use-cases): given that the traffic model is aperiodic FTP model with 100 packets/s, hence the average arrival interval is equal to 10 ms, which is about a packet per a frame (1 packet per 10 ms). In addition, given that the UE speed is 3 Km/h, hence the coherence time for this use-case is about 22.5 ms. Therefore, having a single CSI report of P/SP-CSI reporting for every 10 ms is sufficient. Nevertheless, this is not the case for fast changing channel scenario, an A-CSI report may be needed. Yet, if the A-CSI report is intended to be used for initial transmission, the possible options of A-CSI on PUCCH are:
· A-CSI on PUCCH with DL-DCI trigger: the UE can be triggered to send the A-CSI report on PUCCH, however, to enable this scheme it requires some modification in the existing DCI (adding a new entry, hence longer payload). Besides, this scheme has the same computational delay as the A-CSI on PUSCH. Hence, there is no clear enhancements and reasons to enable the A-CSI on PUCCH.
· A-CSI on PUCCH with group common (GC)-DCI trigger: multiple UE can be triggered to send A-CSI reports on PUCCH. However, given that the data traffic is aperiodic, hence it is very unlikely to have multiple UEs being synchronized at the same time to have DL data.
Therefore, A-CSI on PUSCH is sufficient for initial transmission with fast changing channel. 
Observation 2: Using P/SP-CSI reporting for aperiodic data traffic model is sufficient in a channel model with large coherence time. 
Observation 3: A-CSI on PUCCH schemes for initial transmission with aperiodic data traffic do not add any clear enhancements compared to A-CSI on PUSCH.
In addition, if the A-CSI report is intended to be used for the re-transmission, possible options of A-CSI on PUCCH are:
· A-CSI on PUCCH with DL-DCI trigger or GC-DCI trigger: assume the BLER for the initial transmission is equal to, hence the probability of having a re-transmission is 1% of the total received PDSCH packets. Therefore, having A-CSI reports on PUCCH after every DL reception is waste of the spectral efficiency. This is because only 1% of the A-CSI reports will be used and 99% of the A-CSI reports are not needed.
· A-CSI on PUCCH with NACK trigger: the UE prepares the A-CSI report at the time of receiving PDSCH packet, however, A-CSI report is sent when the PDSCH decoding fails, which is only 1% of the cases. However, it should be noted that for the 99% of the cases, there are A-CSI computations are running in parallel with the PDSCH decoding process to prepare the A-CSI reports, yet the 99% of the A-CSI reports are not sent. This means there is a large amount of lost power consumption due to the unneeded 99% of A-CSI reports computation.
· A-CSI multiplexed report with HARQ-ACK on PUCCH: it should be noted that there is big time difference between the PDSCH processing time capability 2 and the A-CSI computation delay/time, hence in order to multiplex the two reports (i.e. A-CSI and HARQ) to be sent together the HARQ packet should be delayed until the A-CSI computation is completed. In addition, combining the two reports means that the payload size is bigger and hence the probability of error is higher compared to sending the two reports individually. 
Observation 4: The possible expected enhancements of using A-CSI on PUCCH for re-transmission is very limited because the number of re-transmissions occurrence is only ~1% out of the total PDSCH transmissions.
Observation 5: Using A-CSI on PUCCH for re-transmission leads to increase in the UE power consumption and reduces the UL spectral efficiency. 
Proposal 1: Do not support A-CSI on PUCCH for URLLC in Rel-17.
[bookmark: _Ref54353234]Differential CQI reporting
In this section, we evaluate the existing CQI reporting and the necessity for introducing further enhancements.
Evaluation for the existing differential CQI reporting 
In 5G NR, differential CQI (D-CQI) values are reported per subband (SB) instead of the actual SB-CQI value hence reduces the number of required bits in a payload by half. However, this at the expense that the CQI offset values are not reported explicitly. For example, all the CQI offset values of >=2 are merged and reported in a single entry in the D-CQI values, as shown in Table 1, which means there is information loss in the reported CQI offset values.
[bookmark: _Ref47480075][bookmark: _Ref47479950]Table 1: Differential CQI mapping (§5.2.2.1 in [2]).
	Differential CQI values
	CQI Offset

	0
	0

	1
	1

	2
	>=2

	3
	<=-1


Observation 6: Due to the use of differential CQI reporting, the big variation in CQI offset values are not reported accurately (i.e. there is information loss in the reported differential CQI), which results in inefficient CQI reporting.
In order to evaluate the performance of differential CQI reporting mechanism in terms of the probability of occurrence and the probability of lost information, the statistics of having a various D-CQI value are found and plotted in Figure 1. The system parameters used to find the CQI offset values shown in Figure 1 are presented in Table 3.
[bookmark: _Ref47527660][image: ]
Figure 1: Probabilities of occurrence of D-CQI values using existing differential CQI table 
Where <=-2 and >=3 present the lost information in the negative and positive region of the CQI offset range, respectively, while the probability of <=-1, =0, =1, >=2 depict the performance of the current D-CQI using the existing table. From the performance evaluation using our computer simulation, the CQI offset values of the existing table cover:
· 82% of the information are reported, where the lost information is ~16% in the negative CQI offset values and ~2% in the positive CQI offset values.
Observation 7: Differential CQI with existing table does not capture all the CQI offset values where only ~82% of the statistics are captured. The probabilities of the lost information in the high positive values of CQI offset are 2-3%. These probabilities are very low compared to that of the negative CQI offset values, which are 15-20.
It also follows from this observation that, for example, if the measured CQI offset value at the UE is -2 or less, the reported D-CQI value is <= -1, so the UE will not be able to report the correct CQI offset value and the gNB will not be able to make a reliable decision accordingly. 
In order to evaluate the existing D-CQI reporting, the MCS prediction error will be evaluated. The MCS prediction error is the difference between a scheduled MCS using existing 2-Bit D-CQI and the scheduled MCS using the actual SB-CQI values. In order to achieve the system reliability with existing 2-Bit D-CQI, it is assumed that the gNB will adopt a conservative approach for the MCS selection for the uncertain/inaccurate reported D-CQI values. In which, the reported D-CQI >= 2 is considered equal to 2, and the reported D-CQI <= -1 is considered equal to -4. The reason for the decision on choosing D-CQI = -4 is based on the statistical distribution for the differential CQI values, where the ~99% of the D-CQI statistics can be covered with high reliability, where the statistics of having D-CQI <= -5 is approximately 1%. Figure 2 depicts the performance evaluation of the MCS prediction error evaluation for factory automation scenario following the SLS parameters as in the RAN1#102-e agreement with ten users.
The MCS prediction error (surrounded with the red triangle) is equal to ~22%. Thus, inaccurate CQI reporting in the negative region of CQI offset leads to increased resource utilization and increased blockage.
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[bookmark: _Ref54110237]Figure 2: MCS prediction error using the existing 2-Bit D-CQI table
Observation 8: Reporting differential CQI with existing table results in MCS prediction error of about 22%.
Enhancements for differential CQI reporting
One straightforward approach to resolve the matter of the information loss in differential CQI reporting per subband is using 4-bit CQI per subband (i.e. sending the actual CQI value of each subband). An alternative approach is to use 3-bit differential CQI mapping as presented in Table 2 instead of the existing 2-bit table.
[bookmark: _Ref47480881]Table 2: Three-bit differential CQI mapping
	Differential CQI values
	CQI Offset

	0
	0

	1
	1

	2
	2

	3
	>= 3

	4
	-1

	5
	-2

	6
	-3

	7
	<= -4


To evaluate the performance of the 3-bit differential CQI reporting mapping, the probability of occurrence for the reported CQI offset and probability of the information loss are plotted in Figure 3. The system parameters used to find the CQI offset values shown in Figure 3 are presented in Table 3.
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[bookmark: _Ref47528303]Figure 3: Probabilities of occurrence of differential CQI values using 3-bit differential CQI table  
Where <= -5 and >= 4 present the information loss in the negative and positive region of the CQI offset range, respectively, while the probabilities of <= -4, = -3, = -2, = -1, = 0, = 1, = 2, >=3 depict the performance of using the 3-bit differential CQI mapping. From the performance evaluation, the 3-bit CQI offset values of Table 2 covers:
· 99% of the SB-CQI information are reported, where the lost information is 0.7% in the negative CQI offset and 0.3% in the positive CQI offset.
Observation 9: Using the 3-bit CQI offset mapping table achieves high accuracy of differential CQI reporting of at least 99%.
To evaluate the effect of the 3-Bit differential CQI reporting on the MCS scheduler at the gNB, the MCS prediction error is provided in Figure 4 for factory automation scenario following the SLS parameters as in the RAN1#102-e agreement with ten users. The MCS prediction error is the difference between a scheduled MCS using the 3-Bit D-CQI and the scheduled MCS using the actual SB-CQI values. In order to achieve the system reliability, it is assumed that the gNB will adopt a conservative approach for the MCS selection for the uncertain/inaccurate reported differential SB-CQI values. In which, the reported D-CQI >= 3 is considered equal to 3, and the reported D-CQI <= -4 is considered equal to -5.
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[bookmark: _Ref54119569]Figure 4: MCS prediction error using the 3-Bit D-CQI table
Where the MCS prediction error is equal to ~0.4% compared to using the actual SB-CQI (i.e. 4-Bit for reporting CQI values per SBs). Thus, using the 3-Bit D-CQI achieves the same accuracy compared to that of using 4-Bit for reporting SB-CQI, yet enjoys reduced payload size, which is one bit lesser per subband.
Observation 10: Reporting differential CQI with 3-Bit table results in enhanced MCS selection compared to that of using the existing (2-Bit) D-CQI reporting. 
Similarly, to evaluate the effect of the Worst-2 SB CQI reporting [3] on the MCS scheduler at the gNB, the MCS prediction error is provided in Figure 5 for factory automation scenario following the SLS parameters as in the RAN1#102-e agreement with ten users. From the results, the majority of the selected MCS values, using Worst-2 SB CQI scheme, for DL transmission is lower than the scheduled MCS using the actual SB-CQI values (i.e. using 4-Bit CQI reporting). Such performance is predicted because there is always a chance that the two SBs involved in calculating the Worst-2 CQI value out of the total 14 SBs are encountering either deep fading or inter-cell interference. 
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[bookmark: _Ref68616593]Figure 5: MCS prediction error using the Worst-2 CQI scheme
Observation 11: Reporting with Worst-2 SB CQI results in a major MCS prediction error compared to that of using the existing (2-Bit) D-CQI reporting. 
Furthermore, the PRB resource utilisation performance is shown in Figure 6 for all the schemes under evaluation. From the results, using 3-Bit D-CQI achieves the same performance as using the actual SB CQI values, yet the 3-Bit D-CQI saves a bit per SB compared to 4-Bit CQI. Also, the 3-Bit D-CQI scheme outperforms the existing (2-Bit) D-CQI and the Worst-2 SB CQI schemes. Moreover, it should be noted that the UE satisfaction rate is maintained the same for all schemes under evaluations.
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[bookmark: _Ref68619713]Figure 6: PRB resource utilization using different schemes under evaluation
Observation 12: Reporting differential CQI with 3-Bit table results in enhanced resource utilization compared to that of using the existing (2-Bit) D-CQI reporting and Worst-2 SB CQI. 
Proposal 2: For URLLC in NR Rel-17, support 3-bit differential CQI mapping to capture the CQI offset accurately.
Wideband CQI enhancements
The CQI offset/deviation from the WB-CQI value is depicted in Figure 3. From the figure, the CQI offset values extend down to -5/-6 from the WB-CQI value with probability of ~18% for the SB-CQI values <= -2. It should be noted that the gNB tends to allocate RBGs with the highest MCS values (which comes from the high SB-CQI values), hence it is more likely that the gNB will try to avoid the subbands with the lowest CQI values. 
One possible approach to enhance the WB-CQI reporting is to avoid the Q subbands with the lowest CQI in the calculation of WB-CQI, hence it is termed Best-WB-CQI. The UE shall calculate the Best-WB-CQI after excluding the lowest-Q subbands using the PRBs in the best subbands. To evaluate the performance of Best-WB-CQI scheme, the enhancement using the Best-WB-CQI in relative to WB-CQI is defined as: 
Enhancement in Best-WB-CQI = Best-WB-CQI – Existing WB-CQI
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[bookmark: _Ref54209671]Figure 7: Enhancements in Best-WB-CQI after excluding the lowest-5 subbands
(144 PRB with subband of 8 PRB size)
Figure 7 presents the enhancements in Best-WB-CQI after excluding the lowest five subbands out of 18 subbands. Where 0 depicts that Best-WB-CQI and existing WB-CQI have the same CQI values, while 1 and 2 indicate that the Best-WB-CQI values are higher than existing WB-CQI values by 1 and 2, respectively. From the results, the percentage of the reported Best-WB-CQI values are higher than the existing WB-CQI values is equal to 62%.
Observation 13: Excluding the lowest-Q subbands leads to enhance the reported CQI values per the reported Best-WB.
In a similar method to finding the CQI offset in relative to WB-CQI, the best subbands CQI offset in relative to Best-WB-CQI are found and plotted in Figure 8. 
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[bookmark: _Ref54211118]Figure 8: Best subbands CQI offset after excluding the lowest-5 subbands
(144 PRB with subband of 8 PRB size)
From the results, finding the best subbands CQI offset in relative to the Best-WB-CQI leads to have smaller range of CQI offset values compared to the existing scenario. For example, the probability of differential CQI (using Best-WB-CQI) <= -2 is ~10%, which is half the differential CQI values, ~20% (using existing WB-CQI). In addition, the percentage of CQI offset equal to zero is increased with Best-WB-CQI by ~13%.
Observation 14: Using the Best-WB-CQI instead of existing WB-CQI leads to smaller CQI offset range.
Proposal 3: Support the design of Best-WB-CQI for URLLC in Rel-17 that enhances the CQI reporting.
Soft-ACK feedback
An outer loop link adaptation (OLLA) may be implemented by the gNB to maintain a desired BLER target. OLLA operation is based on adapting the SINR values, after receiving a CQI report, to a new SINR value used for finding the MCS value for the next PDSCH transmission. To justify the necessity for enhancements in OLLA in URLLC, we discuss and evaluate the performance of existing OLLA considering the RAN1#102e agreed use-cases periodic and aperiodic data traffics. 
· Periodic data traffic: for Factory automation scenario the packet arrival interval is considered to be 2 ms. For a scenario where the UE speed is 30 km/h, the coherence time equals to 2.25 ms. Assuming that the CQI reporting follow the coherence time of the channel, the CQI reports will be as frequent as the packet transmission, which means the CQI reporting is in every 2 ms. Hence, the gNB will have up-to-date CQI reports that can be used for accurate MCS selection. Thus, there is no need for additional enhancements in OLLA for this case. On the other hand, for a scenario of a UE with speed of 3 km/h, the coherence time equals to 22.5 ms. Again, assuming that the CQI reporting follows the coherence timing and hence fewer CQI reporting needed, which is approximately having a CQI report in every 22 ms. This means that the reported CQI is not as frequent as the packet transmission, where there are about 11 PDSCH transmissions are based on a single CQI report. Having said that, OLLA may be needed to adapt the MCS selection when there is a channel changes or inter-cell interference. However, the existing OLLA is based on hard-information of ACK and NACK. While in order to adapt the MCS selection without additional CQI reports, additional ACK feedback can be used to provide further knowledge (i.e. soft-ACK). 
· Aperiodic data traffic: Similar to the previous paragraph, the provided parameter based on the agreement is: packet arrival interval = 10 ms, coherence time = 22.5 ms for UE speed 3 km/h. Assuming the CQI reporting follows the channel coherence time and hence there are about a single CQI report in every 22 ms, which may be sufficient for majority of the PDSCH transmission. For rapid channel changes or inter-cell interference, enhancing the existing OLLA might be useful. However, it is not clear how soft-ACK could be utilized by the network, and to what level it can accommodate for outdated CSI.
Observation 15: Existing OLLA may be sufficient for periodic data traffic if the CQI reporting is as frequent as the packet transmission. 
Observation 16: OLLA enhancement could be useful for specific scenarios based on the channel changes, inter-cell interference and CQI reporting frequency.
Soft-ACK reports and BLE probability tracking
An optimum MCS adaptation algorithm needs to track BLE probability (BLEP) distribution based on previous HARQ codebooks and CSI report (just as traditional OLLA does) and also detect their sudden changes (i.e. violation of the quasi-static assumption) based on the latest HARQ codebook(s) carrying Soft-Acks. (For simplicity, in the sequel we consider OLLA in isolation from CQI reports.)
Let us focus on the tracking first. A simple heuristic would be that the UE compares the difficulty of the decoding to a threshold (T1) –e.g. based on LDPC number of iterations or number of flipped bits or raw BER–, and reports Ack-low-margin or Ack-high-margin with respect to this as illustrated in Figure 9 and Figure 10. In fact, the threshold T1 can be statistically mapped to a BLE probability value, and the report tells whether the current packet is likely to be above or below that BLEP value. The BLEP threshold is not the same as the BLER target. The BLEP threshold should be selected such that when the optimum MCS is used the proportion of reported Ack-low-margin indications is sufficiently high to allow tracking the channel conditions.
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[bookmark: _Ref61885415]Figure 9: Distribution of BLE probability reported by Soft-Acks with settled MCS (assuming a 9:1 reporting ratio) is compared with average BLER and effective post-Rx-combining SNR distribution
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[bookmark: _Ref68633840]Figure 10: Example illustrating how the observed ratio of reported high- and low-Ack-margins derived from Raw BER per TB  (used for deriving BLEP) can serve as an indicator of BLER. (a) Time sequence of measured Raw BER per TB (‘genie’ values for failing TBs plotted as red) for three different SNR operation points using the same MCS, resulting in 
BLER = approx. 24%, 6% and 1%, respectively  (b) CDF of Raw BER per TB for the same data sets, showing how the ratio of High-margin-Ack and Low-margin-Ack can indicate the expected BLER.   
Notice in the example shown in Figure 10 (b) that high-margin and low-margin are observed X=85% and 100-X=15% of the time, when expected BLER = 1.4% with the given MCS. Thus the adaptation speed does not need to be compromised compared to a traditional OLLA used with eMBB, whereas the BLER is much lower. 
The mapping from Raw BER to BLEP is not studied here but it is MCS and TBS dependent. A possible way to calibrate such a mapping is by gathering simulation data with AWGN channel and ideal CE. 
If the indicated BLEP gets high in a HARQ codebook, or sudden degradation is detected then large preventive MCS adjustments may be taken. The cost of over-reacting may be reduced if tracking brings back the MCS close to the optimum within a few steps. Thus speed and accuracy can be flexibly traded-off. 
Observation 17: For Soft-Ack reporting, some quantized form of “log-BLEP” can be derived by applying a set of (MCS and TBS dependent) thresholds on measured values that are side products of the TB detection, such as the number of flipping bits, raw BER, etc.
Observation 18: Testing of the reporting accuracy of the implemented UE can be solved by measuring the long term BLER in non-fading channel scenarios. 
Observation 19: Low BLER target does not imply slow adaptation. (When BLEP-thresholds or BLEP-reference values are discussed these are usually different from the BLER target values.) 
Proposal 4:  For Soft-Ack reporting, consider some quantized form of “log-BLEP”. 
· FFS quantization, range
· FFS reference level for reporting delta-value
· FFS differently encoded values for initial- and re-transmissions 
Another point that should be highlighted is the overlap between soft-ACK reporting and A-CSI on PUCCH. In our view, instantaneous CQI reporting should be considered as part of A-CSI on PUCCH rather than a soft-ACK report, and it would not replace the adaptation by OLLA described here.
Observation 20: CQI/MCS reporting is already covered by A-CSI, and would not replace the adaptation by OLLA.
Conclusion
In this contribution, we discussed the possible enhancements for CQI reporting in NR and we have the following observations and proposals:
Observation 1: P/SP-CSI reporting is sufficient for initial and re-transmission in periodic data traffic.
Observation 2: Using P/SP-CSI reporting for aperiodic data traffic model is sufficient in a channel model with large coherence time.
Observation 3: A-CSI on PUCCH schemes for initial transmission with aperiodic data traffic do not add any clear enhancements compared to A-CSI on PUSCH.
Observation 4: The possible expected enhancements of using A-CSI on PUCCH for re-transmission is very limited because the number of re-transmissions occurrence is only ~1% out of the total PDSCH transmissions.
Observation 5: Using A-CSI on PUCCH for re-transmission leads to increase in the UE power consumption and reduces the UL spectral efficiency.
Observation 6: Due to the use of differential CQI reporting, the big variation in CQI offset values are not reported accurately (i.e. there is information loss in the reported differential CQI), which results in inefficient CQI reporting.
Observation 7: Differential CQI with existing table does not capture all the CQI offset values where only ~82% of the statistics are captured. The probabilities of the lost information in the high positive values of CQI offset are 2-3%. These probabilities are very low compared to that of the negative CQI offset values, which are 15-20.
Observation 8: Reporting differential CQI with existing table results in MCS prediction error of about 22%.
Observation 9: Using the 3-bit CQI offset mapping table achieves high accuracy of differential CQI reporting of at least 99%.
Observation 10: Reporting differential CQI with 3-Bit table results in enhanced MCS selection compared to that of using the existing (2-Bit) D-CQI reporting.
Observation 11: Reporting with Worst-2 SB CQI results in a major MCS prediction error compared to that of using the existing (2-Bit) D-CQI reporting.
Observation 12: Reporting differential CQI with 3-Bit table results in enhanced resource utilization compared to that of using the existing (2-Bit) D-CQI reporting and Worst-2 SB CQI.
Observation 13: Excluding the lowest-Q subbands leads to enhance the reported CQI values per the reported Best-WB.
Observation 14: Using the Best-WB-CQI instead of existing WB-CQI leads to smaller CQI offset range.
Observation 15: Existing OLLA may be sufficient for periodic data traffic if the CQI reporting is as frequent as the packet transmission. 
Observation 16: OLLA enhancement could be useful for specific scenarios based on the channel changes, inter-cell interference and CQI reporting frequency.
Observation 17: For Soft-Ack reporting, some quantized form of “log-BLEP” can be derived by applying a set of (MCS and TBS dependent) thresholds on measured values that are side products of the TB detection, such as the number of flipping bits, raw BER, etc.
Observation 18: Testing of the reporting accuracy of the implemented UE can be solved by measuring the long term BLER in non-fading channel scenarios. 
Observation 19: Low BLER target does not imply slow adaptation. (When BLEP-thresholds or BLEP-reference values are discussed these are usually different from the BLER target values.)
Observation 20: CQI/MCS reporting is already covered by A-CSI, and would not replace the adaptation by OLLA.
Observation 21: The achievable Soft-Ack accuracy and range depends on the measurement method; hence may be in trade-off with the cost of feasibility and UE processing timeline.
· Metrics collected during the LDPC decoding, such as e.g. the number of decoding iterations, seem suitable choices
Proposal 1: Do not support A-CSI on PUCCH for URLLC in Rel-17.
Proposal 2: For URLLC in NR Rel-17, support 3-bit differential CQI mapping to capture the CQI offset accurately.
Proposal 3: Support the design of Best-WB-CQI for URLLC in Rel-17 that enhances the CQI reporting.
Proposal 4: [bookmark: _GoBack]For Soft-Ack reporting, consider some quantized form of “log-BLEP”. 
· FFS quantization, range
· FFS reference level for reporting delta-value
· FFS differently encoded values for initial- and re-transmissions 
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Appendix
[bookmark: _Ref54368481]Table 3: Simulation parameters for performance evaluation.
	Parameters
	Value

	Channel model
	CDL-C (300 ns rms)

	Subcarrier spacing
	30 KHz

	CQI Table
	Table 1 (64 QAM Table)

	BWP size
	144 (PRBs)

	Subband size
	8 (PRBs)

	Number of Tx and Rx antennas
	1

	SNR effective mechanism 
	MIESM
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