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Introduction
[bookmark: _Hlk510705081]The revised work item on supporting NR from 52.6 GHz to 71 GHz Error! Reference source not found. was approved at RAN#90-e. Before that 3GPP  carried out a study on required changes to NR using existing DL/UL waveform to support operation between 52.6 GHz and 71GHz [1]. This contribution deals with the following objectives of the WID:
· [bookmark: _Hlk58583563]In addition to 120kHz SCS, specify new SCS, 480kHz and 960kHz, and define maximum bandwidth(s), for operation in this frequency range for data and control channels and reference signals, only NCP supported.
· Time line related aspects adapted to 480kHz and 960kHz, e.g., BWP and beam switching timeing, HARQ timing, UE processing, preparation and computation timelines for PDSCH, PUSCH/SRS and CSI, respectively.
· Support enhancements for multi-PDSCH/PUSCH scheduling and HARQ support with a single DCI
· Evaluate, and if needed, specify the PTRS enhancement for 120kHz SCS, 480kHz SCS and/or 960kHz SCS, as well as DMRS enhancement for 480kHz SCS and/or 960kHz SCS. 
Numerology aspects
[bookmark: _Hlk26996217]The numerology related objectives in the revised WID Error! Reference source not found. are:
· In addition to 120kHz SCS, specify new SCS, 480kHz and 960kHz, and define maximum bandwidth(s), for operation in this frequency range for data and control channels and reference signals, only NCP supported. 
[bookmark: _Hlk58594267]Note: Except for timing line related aspects, a common design framework shall be adopted for 480kHz to 960kHz
RAN4 agreements for minimum and maximum channel bandwidths are captured in Table 4.2.7-1 Error! Reference source not found..
Table 4.2.7-1: Minimum and maximum channel bandwidths for supported numerologies
	Subcarrier spacing [kHz]
	Minimum bandwidths [MHz] 
	Maximum bandwidths [MHz] 

	120
	50, 400 (Note)
	400 

	480
	200 
	1600

	960
	400, 2160 (Note)
	1600, 2000, 2160, 3200 (Note)

	Note: for the cases where multiple values are listed as candidates, there is no direct linking among min and max values in this table. 


Maximum channel BW
The following agreement related to maximum bandwidth was made in RAN1 #104-e:
Agreement:
· From RAN1 perspective, for NR operation in 52.6 GHz to 71 GHz,
· The maximum channel bandwidth for 120 kHz SCS is 400 MHz
· The maximum channel bandwidth for 480 kHz SCS is 1600 MHz
· The maximum channel bandwidth for 960 kHz SCS is one of the following options
· 2000 MHz
· 2160 MHz
· Send LS to RAN4 to inform about RAN1’s agreement of maximum channel bandwidth and ask RAN4 to decide and feedback the exact value of maximum channel bandwidth for 960 kHz SCS, the corresponding numbers of RBs for the maximum channel bandwidth of SCS(s) supported in 52.6 GHz to 71 GHz. 
W.r.t. the maximum bandwidth for 120 kHz and 480 kHz SCS, there seems to be full alignment between the RAN1 agreement and RAN4 [2]. For 960 kHz SCS, RAN4 is considering four options for the maximum bandwidth, namely [1600 2000, 2160, 3200] MHz [2], while RAN1 agreement considers only two of those. It can be noted that all the maximum BW options can be supported by RAN1 specs. Hence, the final decision does not require further involvement from RAN1.
The maximum bandwidth goes hand-by-hand with the channelization, which is also a RAN4 issue. We see two scenarios there:
· Scenario 1: channelization is aligned with WiGig channelization (2.16 GHz)
· Scenario 2: channelization is not aligned with WiGig.
It is noted that Scenario 1 can be easily supported e.g. with the following channel bandwidth options: [400, 2000, 2160] MHz. On the other hand, Scenario 2 can be made with all the considered BW options (including also 3.2 GHz).  

Observation 1: Maximum bandwidth issue is done from RAN1 point of view. The following topics are under the responsibility of RAN4
· Maximum bandwidth
· Channelization
· Supported CA options.
 
Minimum channel BW
The following agreement related to minimum channel bandwidth was made in RAN1 #104-e:
Agreement:
· From RAN1 perspective, for NR operation in 52.6 GHz to 71 GHz, at least the following options on minimum channel bandwidth are identified. 
· for 120 kHz SCS
· Option 1-1: 100 MHz
· Option 1-2: 200 MHz
· Option 1-3: 400 MHz
· for 480 kHz SCS
· Option 2-1: 200 MHz
· Option 2-2: 400 MHz
· for 960 kHz SCS
· Option 3-1: 400 MHz
· Option 3-2: 800 MHz
· Option 3-3: same value as the maximum channel bandwidth for 960 kHz SCS
· Further study in RAN1 the above options’ implications on RAN1 design and specification
· Send LS to RAN4 to inform about RAN1’s identified options of minimum channel bandwidth and ask RAN4 to decide and feedback the minimum channel bandwidth

W.r.t. the minimum bandwidth there seem to be deviation between RAN1 agreement and RAN4 [2]. One approach is to to have one harmonized value for all the SCSs, i.e. 400 MHz. A justification behind that is Korean regulation, which defines maximum PSD as 13 dBm/MHz. This means that 100 MHz and 200 MHz bandwidth options suffer from the EIPR limitation, which can be minimized by defining the minimum channel bandwidth as 400 MHz. Another issue related to the minimum channel bandwidth is the initial access design. For example, the smallest minimum BW options with 480/960 kHz SCS
· Can only support CORESET#0 sizes up-to 24 PRBs; and
· Cannot support FDM btw SSB and CORESET#0/PDSCH (RMSI).

[bookmark: _Hlk68078393]Proposal 1: Consider 400 MHz as the minimum channel bandwidth for all SCSs.

Time line related aspects
The time line related objective in the revised WID Error! Reference source not found. is:
· Time line related aspects adapted to 480kHz and 960kHz, e.g., BWP and beam switching timeing, HARQ timing, UE processing, preparation and computation timelines for PDSCH, PUSCH/SRS and CSI, respectively. 
The following agreements related to timelines were made in RAN1 #104-e:
Agreement:
Further study at least the following aspects of timelines to support both single PDSCH/PUSCH and multi-PDSCH/PUSCH scheduling for NR operation in 52.6 GHz to 71 GHz. 
· Time unit and applicability to selected timelines
· Value and/or range of value
· Potential impact on UE capability

Agreement:
· The following UE processing timelines are prioritized for discussion
· PDSCH processing time (N1), PUSCH preparation time (N2), HARQ-ACK multiplexing timeline (N3)
· configuration(s)/default values of k0 (PDSCH), k1 (HARQ), k2 (PUSCH)
· CSI processing time, Z1, Z2, and Z3, and CSI processing units
· Note: the order of the above sub-bullets represents the priority for discussion in descending order
· Companies are encouraged to provide preferred values/ranges of timelines for discussion

Two approaches to define PDSCH/PUSCH processing times for 480 kHz and 960 kHz SCSs
It makes sense to take the existing UE capabilities defined for 120 kHz SCS as the starting point. NR Rel-16 defines minimum processing times for 120 kHz SCS as 
· minimum PDSCH processing time = 20 OFDM symbols
· minimum PUSCH preparation time = 36 OFDM symbols. 

There are two extreme approaches to deal with the processing times for 480 kHz and 960 kHz SCS, shown in Table 1:
· Approach 1: Minimum processing times are constant in units of symbols for all SCSs. 
· Approach 2: The absolute processing time is the same for all SCSs.

Table 1. Minimum processing times in OFDM symbols for 120 kHz, 480 kHz and 960 kHz SCSs based on extreme approaches 1 & 2.
[image: ]
It is clear that Approach 1 would result in very tough UE processing requirements, while Approach 2 would either considerably increase the amount of HARQ processes needed or reduce the data rate due to HARQ process starvation. 
PDSCH scheduario with 16 HARQ processes is shown in Figure 1, where scheduling is shown for 960 kHz SCS and PDCCH monitoring occasions every 8th slot. UE reports HARQ-ACKs for all scheduled PDSCHs on a single PUCCH after the last scheduled PDSCH. PDSCH processing time is assumed to be 50 % of PDSCH processing time with 120 kHz SCS, that is, 80 symbols (of 960 kHz SCS). This leaves insufficient processing time for gNB before PDCCH on slot #16. Hence, gNB cannot schedule PDSCHs for UE for slots #16…#23, which in turn results throughput cut down by 1/3.

[image: ]
Figure 1. Possible HARQ starvation faced with multi-PDSCH scheduling.


Based on example shown in Figure 1, HARQ starvation can be avoided only if all of the following components: UE processing, UCI transmission and gNB processing can be made in 8 slots. This would require that PDSCH can be processed in ~4 slots (i.e. 52 OFDM symbols). Based on the discussion in RAN1 #104-e, this seems to be quite challenging for the UE vendors (i.e. it is quite close to Approach 1 shown in Table 1). The situation would be even more difficult for PUSCH where the UE processing time is larger than that of PDSCH. 

Based on the discussion above, in order to reach reasonable processing times, we propose to increase the number of HARQ processes from 16 to 32. This applies to the cases with 480 kHz and 960 kHs SCS (but not for 120 kHz SCS). 

[bookmark: _Hlk68078400]Proposal 2: Increase the maximum number of DL and UL HARQ processes from 16 to 32, for 480 kHz and 960 kHz SCSs.

Processing times with 32 HARQ processes
[bookmark: _Hlk53744437]Figure 2 shows an example for the UE and gNB processing times in a multi-PDSCH scenario. We propose to select the processing time requirements in such that 32 HARQ processes are enough for achieving contiguous DL (or UL) transmission. In the DL side, this would require that the following delay components can be managed in 24 slots (for 960 kHz SCS):
· PDSCH processing time; and
· UCI transmission; and 
· gNB processing time for UCI detection and PDSCH preparation including (re-)scheduling time.
Assuming that UCI transmission takes one slot and gNB processing takes 16 slots, there would be roughly 7 slots available for PDSCH processing time. This corresponds to 7x14=98 OFDM symbols at 960 kHz SCS. On the other hand, in order to reach sufficient latency performance, we should aim at at slightly more ambitious target for PDSCH processing. Based on that, we propose 80 OFDM symbols as a target for 960 kHz SCS.
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[bookmark: _Hlk67561540]Figure 2. Example for multi-PDSCH scheduling with 32 HARQ processes, 960 kHz SCS.

Figure 3 shows an example for the UE and gNB processing times in a multi-PUSCH scheduling scenario (960 kHz SCS). In order to survive with 32 HARQ processes the following delay components should be doable in 24 slots:
· UE processing: PDCCH (incl. PDCCH duration & processing) and PUSCH preparation; and
· gNB processing: gNB processing time for PUSCH, including (re-)scheduling time. 
Assuming that gNB processing takes 16 slots, there would be roughly 8 slots available for the UE processing. Taking into account timing advance and the CORESET duration (up-to 3 OFDM symbols), PUSCH preparation would need up-to 8x14-4=108 OFDM symbols at 960 kHz SCS. 


[image: ]
Figure 3. Example for multi-PUSCH scheduling with 32 HARQ processes, 960 kHz SCS.


Table 2 shows the proposed minimum processing times for the case when 32 HARQ processes are used for 480 kHz and 960 kHz SCSs. Processing times for 960 kHz are based on the examples shown in Figure 2 and Figure 3, and we propose the same values for 480 kHz SCS in terms of milliseconds.  
Table 2. Proposed processing times for PDSCH and PUSCH
[image: ]

[bookmark: _Hlk68078418]Proposal 3: Consider proposing times shown in Table 2 for PDSCH and PUSCH. 

CSI computation delay: Z1, Z2 and Z3:
In Rel-15, CSI computation delay Z1, Z2 and Z3 are defined with the consideration of PDCCH decoding and corresponded CSI-RS reception/CSI calculation. This has close relation with scheduling period as well as reference signal structure. It is obvious that the CSI computation delay shall be updated for the newly introduced subcarrier spacings. 
For Z1, it is similar to the case of PUSCH preparation time, which is related to the PDCCH decoding time, PUSCH encoding time and timing advance. In addition to PUSCH preparation time, CSI processing time is added. Regarding to the PDCCH decoding time, it is tightly related to the maximum number of BD/CCE limit to be determined. Thus, without determination of PDCCH decoding related parameter, it is premature to discuss. Thus we propose to defer the discussion of CSI computation delay after completion of PDCCH decoding capability.  
[bookmark: _Hlk61849149]Observation 2: CSI computation delay has relation with PDCCH decoding complexity including BD/CCE limt.  
[bookmark: _Hlk66733201][bookmark: _Hlk68078432]Proposal 4: Consider CSI computation delay parameters for new SCSs only after determination of BD/CCE limit for new SCSs. 

CSI processing units:
CSI processing unit (CPU) is the UE capability for simultaneous CSI calculations which is indicated as . This is related to channel variation or UE mobility rather than scheduling/subcarrier spacings. There is no reason to increase the frequency of CSI reporting or rule for calculation of CSI occupancy. In Rel-15,  is independent from numerology, and the existing specification can be reused for 480kHz and 960kHz SCS.  

[bookmark: _Hlk61849163][bookmark: _Hlk61849173]Observation 3: Rel-15/16 schemes for CPU can be reused for 480kHz and/or 960kHz SCS. 

Additional processing timelines:
The following agreements related to the additional timelines were made in RAN1 #104-e:
Agreement: 
FFS: The need for enhancements and standardization, of the following additional processing timelines:
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation

We think that additional processing timelines should be discussed only after reaching agreement on the PDSCH/PUSCH processing times. Based on that, we make the following proposal:
[bookmark: _Hlk68078441]Proposal 5: Deprioritize the discussion on the additional processing timelines below.
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation
Scheduling enhancements
[bookmark: _Hlk58595024]The scheduling enhancement related objective in the revised WID Error! Reference source not found. is 
· Support enhancements for multi-PDSCH/PUSCH scheduling and HARQ support with a single DCI
Note: coverage enhancement for multi-PDSCH/PUSCH scheduling is not pursued
The following agreement related to multi-PxSCH was made in RAN1 #104-e:
Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.

Based on the agreement, 60GHz scenario supports TB repetition for both PDSCH and PUSCH. 
· PUSCH supports both Repetition type A and Repetition type B. It supports also dynamic indication of the number of repetitions.
· PDSCH supports only Repetition type A, and only semi-static indication of the number of repetitions.

We think that support for indication of the number of repetitions also for PDSCH is a low hanging fruit, and it should be considered. It has very limited standardization impact, and it would increase the multiplexing capabilities considerably. 

[bookmark: _Hlk68078457]Proposal 6: Consider dynamic indication of the number of repetition also for PDSCH. 

When considering multi-PxSCH supporting multiple TBs, it can be noted that NR Rel-16 supports that feature already for PUSCH but not for PDSCH. The related functionality was defined as part of the NR-U work item. Based on the existing design, pusch-Config contains resource allocation for two to eight contiguous PUSCHs, and K2 indicates the slot where UE shall transmit the first PUSCH of the multiple PUSCHs. Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the pusch-TimeDomainAllocationList signalled in DCI format 0_1.

In order to maximally exploit the existing specifications, it makes sense to reuse the multi-PUSCH fuctionalties also for PDSCH. Support for up-to eight PxSCHs seem to be enough to cover both 480 kHz and 960 kHz SCSs. We don’t see a reason to support multi-PxSCH for 120 kHz SCS. 

[bookmark: _Hlk61848875]Proposal 7: For multi-PxSCH.
· Use Rel-16 solution as the baseline for both multi-PDSCH and multi-PUSCH
· Support up-to eight PxSCH by a single DCI
· No need to support multi-PDSCH for 120 kHz SCS.

Multi-PUSCH:
The following agreement related to multi-PUSCH was made in RAN1 #104-e:
Agreement:
· For the multi-PUSCH scheduling in Rel-17, study the enhancement of the following in addition to Rel-16 multi-PUSCH scheduling.
· CBGTI: Whether or not CBG (re)transmission is supported when more than one PUSCHs are scheduled (Already supported when only one PUSCH is scheduled).
· CSI-request: Whether to apply same or different rule compared to Rel-16 (e.g., the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline).
· TDRA: Down-select among
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 2: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (that can be non-continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 3: TDRA table is extended such that each row indicates up to 8 multiple PUSCH groups (that can be non-continuous between PUSCH groups). Each PUSCH group has a separate SLIV, mapping type and number of slots/PUSCHs N. Within each PUSCH group, N PUSCHs occupy the same OFDM symbols indicated by the SLIV and mapping type. The number of scheduled PUSCHs is the sum of number of PUSCHs in all PUSCH groups in the row of the TDRA table signalled in DCI.
· FDRA: Whether/how to enhance FDRA e.g., by increasing RBG size or changing allocation granularity
· Frequency hopping: Whether/how to support frequency hopping for scheduled PUSCHs, e.g., inter-PUSCH/intra-PUSCH hopping
· URLLC related fields such as priority indicator and open-loop power control parameter set indication: Whether/how to apply URLLC related fields for scheduled PUSCHs
· Applicability to multi-PDSCH scheduling in Rel-17. 
· Note: Other enhancements are not precluded.

First of all, we think that TDRA enhancements should be discussed with the highest priority. This discussion serves both multi-PUSCH and multi-PDSCH. We propose to take Alt1 as a starting point. It will maximize the commonality between Rel-16 solution, i.e. avoid developing multiple solutions for the same problem. Furtheromore, it allows to keep RRC configuration overhead at reasonable level. 


In order to support sufficient flexibility on top of Alt1, it is possible to facilitate functionalities of Alt2 by means of separate mechanism. For example, if the multi-PUSCH is colliding with PRACH for certain slots, it’s possible to drop the involved slots only, and to shorten the transmission accordingly. This example is shown in Figure 4 below.

[bookmark: _Hlk68078481]Proposal 8: For TDRA, support Alt 1 for both multi-PDSCH and multi-PUSCH
· Introduce slot dropping by a separate mechanism.


[image: ]
Figure 4. Example of TDRA Alt1, with slot dropping.

For CSI-request we thin that Rel-16 behavour where the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline can be applied here. 

We consider FDRA and frequency hopping enhancements as optimization. There seem to be lack of clear justification/problem behind those enhancements.

Other aspects should be discussed after these discussions, also URLLC part should be low priority. For CBGTI, we’re fine with the existing functionalities defined for slot-based operation. But, we don’t see a need to optimize the feature for multi-PUSCH scenarios.

[bookmark: _Hlk68078492]Proposal 9: The following enhancements are considered as secondary topics which are considered only if time allows: FDRA enhancements, frequency hopping enhancements, URLLC enhancements, and CBGTI enhancements. 

Multi-PDSCH:
DCI Format 0_1 supports triggering multiple TBs over multiple slots. This format can be used as such also for 60 GHz scenario. In order to define similar signaling functionality also for DCI Format 1_1, it makes sense to review the related functionality defined for 0_1:
· Time domain resource allocation: Determined by higher layer parameter PUSCHTimeDomainAllocationListForMultiPUSCH 
· HARQ related signaling
· HARQ process ID: When the UE is scheduled with multiple PUSCHs by a DCI, HARQ process ID indicated by this DCI applies to the first PUSCH, HARQ process ID is then incremented by 1 for each subsequent PUSCH(s) in the scheduled order, with modulo 16 operation applied.
· New data indicator: Determined based on the maximum number of schedulable PUSCH (determined based on configured time domain resource allocation) 
· Redundancy version: Determined based on the maximum number of schedulable PUSCH (determined based on configured time domain resource allocation).

When considering PDSCH scenario, it can be noted that these information elements are needed also for multi-PDSCH scenario when triggering multiple PDSCH TBs over multiple slots using DCI format 1_1. Based on that, it can be concluded that multi-TB functionality defined in DCI format 0_1 (PUSCH) provides a good baseline to define similar functionality also for DCI format 1_1 (PDSCH). This means that 
· Time domain resource allocation principles can be reused
· HARQ related signalling can be reused.
 
[bookmark: _Hlk61848915]Proposal 10: Enhance DCI Format 1_1 to support triggering multiple PDSCH TBs over multiple slots. Use multi-TB signaling defined for DCI format 0_1 as the starting point.

On top of these functionalities, there are some PDSCH specific DCI elements which need to be considered separately. Those include e.g.
· HARQ-ACK timing 
· DAI
and are addressed in the following. 

HARQ enhancements for multi-PDSCH
One of the topics addressed during RAN1#104-e was HARQ-ACK feedback timing when DCI schedules multiple PDSCHs. The following agreement was made in RAN1 #104-e:
Agreement:
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)

The impact of HARQ-ACK feedback timing to HARQ round trip time needs to be considered when designing the HARQ-ACK feedback timing. Especially in the case of multi-PDSCH scheduling and longer processing times (relative to the symbol duration), there is risk of HARQ process starvation cutting down the achievable peak throughput. This is illustrated in Error! Reference source not found., where scheduling is shown for 960 kHz SCS and PDCCH monitoring occasions every 8th slot. UE reports HARQ-ACKs for all scheduled PDSCHs on a single PUCCH after the last scheduled PDSCH as agreed in RAN1#104e. PDSCH processing time is assumed to be 80 symbols for 960 kHz SCS as we propose in this contribution. In Figure 5, three different cases are illustrated:
· In the case of 16 HARQ processes and 80 symbol PDSCH processing time, there is insufficient processing time for gNB before PDCCH on slot #16. Hence, gNB cannot schedule PDSCHs for UE for slots #16…#23, which in turn results throughput cut down by 1/3.
· The case of 32 HARQ processes is also shown, and as discussed earlier, 32 HARQ processes is enough to avoid HARQ starvation.
· In RAN1#104e, it was left for further study whether the HARQ-ACK feedback for different PDSCHs of multi-PDSCH scheduling can be transmitted in different PUCCHs. An example of that is also shown in Figure 5, where the HARQ-ACK feedback is transmitted over two PUCCHs. The first PUCCH carries HARQ-ACK feedback for slots #0-#3 and the second PUCCH carries HARQ-ACK feedback for slots #4-#7. It can be noted that the arrangement reduces the HARQ process starvation considerably. When compared to the baseline solution for 16 HARQ processes, the peak throughput can be increased close to 25%, depending on the number of symbols consumed by the PUCCHs. (In the time frame of 24 slots, 20 PDSCHs can be transmitted instead of 16 PDSCHs).   

The timing, resource and HARQ feedback content for the two PUCCHs triggered by the same multi-PDSCH DCI can be determined in a rather simple way:
· The same PRI and K1 values are used for the both PUCCHs
· A threshold value N can be configured for the transmission of the second PUCCH. When at most N PDSCHs are scheduled by the multi-PDSCH, only single PUCCH is transmitted. When more than N PDSCHs are scheduled, two PUCCHs are transmitted. The first PUCCH occurs K1 slots after the Nth PDSCH and carries HARQ-ACK feedback for the first N PDSCHs. The second PUCCH occurs K1 slots after the last scheduled PDSCH and carries HARQ feedback for the remaining PDSCHs. 
Obviously, more flexibility can be supported by extending DCI, e.g., by providing two K1 or PRI fields.

[bookmark: _Hlk68078039]Observation 4: If up to 32 DL HARQ processes are supported for 960 kHz SCSs, HARQ information for PDSCHs scheduled by single DCI can be carried by single PUCCH without HARQ starvation. 

[bookmark: _Hlk68078520]Proposal 11: If only 16 DL HARQ processes are supported for 960 kHz SCS, HARQ information for PDSCHs scheduled by single DCI can be carried by up to two PUCCHs to reduce HARQ process starvation
· When DCI schedules more than N PDSCHs, where N is configurable, the HARQ-ACK feedback for the scheduled PDSCHs is transmitted over two slots.

[image: ]
Figure 5. HARQ-ACK timing options with multi-PDSCH scheduling
Also HARQ-ACK codebook operation in relation to multi-PDSCH scheduling was considered in RAN1-104e with the following agreement on Type-2 codebook:
Agreement:
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback
In Alt. 1, UE reports for each multi-PDSCH DCI a maximum number of HARQ-ACK bits that can be triggered by a multi-PDSCH DCI, which depends e.g. on the maximum number of schedulable PDSCHs configured for the UE. This approach does not change DAI fields in the DCI but results in unnecessary large Type 2 CB.

In Alt. 2, the reported codebook size is optimised as UE reports HARQ-ACK bits according to the number of actually scheduled PDSCHs. However, as single DCI can cause DAI to be incremented up to the maximum number of schedulable PDSCHs, DAI field needs to be increased in DCI to keep the reliability of DAI operation uncompromised. 

In Alt. 3, DAI is incremented for each M scheduled PDSCHs, and UE inserts for each DAI increment HARQ-ACK bits corresponding to a block of M PDSCHs. When the number of scheduled PDSCHs is not multiple M, the excess HARQ-ACK positions on the last block of HARQ-ACKs are filled with NACKs. As M is configurable, the alternative supports flexibility to the trade-off between DAI field size and HARQ-ACK codebook size. In extremes, Alt. 3 can be configured to behave similarly to Alt. 1 as well as Alt 2. In the case of Alt 3, the number of DAI bits can depend on configuration of M so that UE can detect failed decoding of 2 consecutive DL assignments. This means DAI of  bits, where N is the number of PDSCHs schedulable by single DCI.
	
The alternatives are illustrated in Figure 6 when UE is scheduled on 2 carriers, both configured for multi-PDSCH scheduling up to 8 PDSCHs. It can be seen that Alt 1 (or Alt 3 with M=8) results in the largest codebook but can operate with 2-bit DAI. On other hand, Alt 2 (or Alt 3 with M=1) provides the smallest codebook aligned with the number of actually scheduled PDSCHs but requires DAI of 5 bits (  ) to tolerate failed detection of 2 consecutive DL assignments. Alt 3 with M = 4 can be seen to provide trade-off between Alt 2 and Alt 3: it requires 3-bit DAI but provides clearly smaller codebook than Alt 1 (or Alt 3 with M =8). At same time, it should be noted that Alt 2 increases DCI overhead 6 bits more than Alt. 1 due to additional 3 bits required for both cumulative and total DAI.

[bookmark: _Ref68261645][image: ]
Figure 6. Alternatives for DAI counting with multi-PDSCH DCI. In the figured, up to 8 PDSCHs can be scheduled by the multi-PDSCH DCI.

Comparison of DAI and HARQ codebook overheads is shown below when UE is scheduled with two DCIs and with up to 8 slot multi-PDSCH scheduling per DCI. 1 HARQ-ACK is reported per PDSCH.
	
	Alt 1 (Alt 3 M=8)
	Alt 2 (Alt3 M=1)
	Alt 3 M=2
	Alt 3 M=4

	DAI overhead
	2*2+2*2 bits
	2*5+2*5 bits
	2*4+2*4 bits
	2*3+2*3 bits

	HARQ codebook size
	16 bits
	2~16bits
	4~16 bits
	8~16bits



It can be noted that there is no differences between the alternatives in the case that UE fails to detect the last scheduling DCI. In all cases, gNB may perform blind detection, if needed, as gNB knows the number of HARQ-ACK bits to be reported based on the last DCI. 
   
Based on the discussion above, we propose Alt. 3.

[bookmark: _Hlk68078540]Proposal 12: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable. 

Proposal 13: Number of DAI bits is determined based on the configured M value and the maximum number of schedulable PDSCHs. 
· Number of DAI bits is determined so that UE can detect failed detection of up to [2] consecutive DL assignments.

UE can be configured with a mixture of carriers and DCI formats that support and do not support multi-PDSCH scheduling. For Alt 2 and Alt 3 (with M > 1), it can be noted that if the same DAI counting operation covers DCIs/carriers scheduling both single PDSCH and multiple PDSCHs per DCI, a fixed number of HARQ-ACK bits should be inserted for each DAI increment (corresponding to the max number of schedulable PDSCHs in case of Alt 2) regardless whether the DCI/carrier supports multi-PDSCH scheduling or not. This results in unnecessary large codebook, especially for the carriers not supporting multi-PDSCH scheduling. To avoid that, a separate sub-codebook may be used for DCIs/carriers supporting multi-PDSCH scheduling. Alternatively, each DL DCI triggering HARQ-ACK feedback on the same codebook indicates the number of HARQ-ACK bits added per DAI increment for the transmitted codebook. Two HARQ-ACK “container size” options would be used: one corresponding to DCI scheduling single PDSCH and the other one corresponding to multi-PDSCH scheduling DCI. This would require new 1-bit flag on DCI as well as early enough knowledge whether carriers supporting multi-PDSCH are scheduled for the UE.   

Yet another issue discussed in RAN1#104e meeting was support for time domain bundling of HARQ feedback. When the time domain bundling is limited to PDSCHs scheduled by the same DCI, time domain bundling supports partial HARQ-ACK feedback compression without risk for new NACK/DTX – to – ACK error cases. Further, the level of HARQ-ACK feedback compression can be adjusted by performing the bundling over HARQ-ACK(s) for M consecutive PDSCHs scheduled by the same DCI. When the number of scheduled PDSCHs, N, is not multiple of M, the last bundling can be performed over the HARQ-ACK(s) for the remainder of N/M PDSCHs.     

Proposal 14: Configurable time domain bundling of HARQ-ACK feedback over M consecutive PDSCHs scheduled by the same DCI can be supported.

The need to modify Type-1 codebook determination for multi-PDSCH scheduling was also discussed in RAN1#104e. Type-1 CB is constructed based on a set of occasions for candidate PDSCH receptions, which in turn are determined based on a set of slot timing values K1. In RAN1#104e, it was agreed the slot timing value K1 indicates the slot offset between the last scheduled PDSCH and the PUCCH slot. Correspondingly, a situation as illustrated in Figure 7 can occur. Type 1 CB does not contain a location (or candidate PDSCH reception occasion) for all PDSCHs for which HARQ-ACK should be reported on the codebook. A simple way to correct this error is to extend the set of slot timing values K1 with the values corresponding to multi-PDSCH scheduled slots for each K1 value (and not already included to the set of slot timing values).

Proposal 15: For Type-1 codebook, the set of slot timing values K1 is extended with the values corresponding to multi-PDSCH scheduled slots for each K1 value.
    

[image: ]
[bookmark: _Ref68357011]Figure 7. Mismatch between the PDSCHs scheduled by multi-PDSCH DCI and the set of candidate PDSCH reception occasions in Type-1 codebook.  
Another component in the Type-1 codebook determination is the addition of HARQ-ACK bit locations for multiple non-overlapping PDSCHs per slot based on TDRA table SLIV values and SLIV pruning. The SLIV pruning pseudo-code assumes that there is only one SLIV on each row of TDRA table, which is not the case with TDRA rows indicating multi-PDSCH scheduling. 

We do not see that scheduling of multiple PDSCHs per slot would be frequently used together with multi-PDSCH scheduling or that Type-1 codebook should be optimised for that. Hence, we see sufficient that the occasions for multiple PDSCH reception per slot are determined based on TDRA rows scheduling single PDSCH only. 
   
Proposal 16: For Type-1 codebook, the occasions for multiple candidate PDSCH reception per slot are determined based on TDRA rows scheduling single PDSCH only.

DMRS enhancements for multi-PDSCH/PUSCH:
When multi-PDSCH scheduling is applied, we can consider time-domain PRB bundling as a way to improve the channel estimation performance. For example, if UE is scheduled with the duration of one slot corresponding to 120 kHz SCS, the UE can assume PRB bundling for the multi-PDSCHs over the multi-slot scheduling period. 
[bookmark: _Hlk61849015]Observation 5: Time-domain PRB bundling with multi-PDSCH scheduling may improve channel estimation accuracy. 

The current DMRS mapping pattern in each slot is designed based on slot-based channel estimation, there is a possibility to introduce new DMRS time domain mapping pattern for time-domain bundling. However, the decoding of each slot in a period is up to implementation, and new pattern increase the complexity. Based on that we prefer reusing the existing DMRS time-domain pattern unless any critical performance issue are indentified. 
[bookmark: _Hlk61849044]Proposal 17: Study the solution to support time-domain PRB bundling when multi-PDSCH scheduling is supported. The existing DMRS time-domain pattern is reused unless any critical performance degradation is identified. 

PTRS enhancements

CP-OFDM
The following agreement was made in RAN1 #104-e:

Agreement:
· At least existing PTRS design for CP-OFDM is supported for NR operation in 52.6 to 71 GHz.
· Companies are encouraged to study the need of potential PTRS enhancement for CP-OFDM with respect to phase noise compensation performance considering at least the following aspects:
· PTRS density/pattern (e.g. distributed, block-based) and sequence (e.g. cyclic sequence)
· Frequency domain power boosting and its impact to PDSCH performance and PDSCH to DMRS EPRE
· Receiver complexity, including possible aspects related to supporting both existing PTRS design and potential PTRS enhancement
· Possible specification impact of supporting potential PTRS enhancement in addition to existing PTRS design
· Note: PTRS overhead should be accounted for in the evaluations, e.g. by showing spectral efficiency results and/or reporting effective coding rate
· Note: the decision to support potential enhanced PTRS design in addition to existing PTRS design will be made based on performance benefit, receiver complexity and specification effort aspects of enhanced PTRS design together and not purely on the considerations of the specification effort caused by supporting potential enhanced PTRS design in addition to existing PTRS design.

In Rel-15/16, PTRS can occur in every PDSCH symbol, and the frequency-domain granularity can be either every second PRB (K=2) or every fourth PRB (K=4) (according to the Table 5.1.6.3-2 in [6] copied below). The PTRS configuration is chosen based on bandwidth and MCS, where the bandwidth and MCS thresholds are indicated by PTRS-DownlinkConfig. The time-domain PTRS (symbol) density depends on MCS, while the frequency-density depends on bandwidth, so that the highest bandwidth has frequency density K=4 (according to the Tables 5.1.6.3-1 and 5.1.6.3-2 in [6] copied below). 
[image: ]
[bookmark: _Hlk61849201]Observation 6. Existing PTRS configurations provide good allocation flexibility to achieve good performance for any bandwidth, SCS, or MCS.
In the results herein, we assume that PTRS is in every PDSCH symbol (L=1), because it can be configured in such a manner for each case.
In Figure 8, different frequency-domain granularities are compared by assuming PTRS in every PDSCH symbol (L=1), using only CPE compensation, and for MCS16 (16-QAM), MCS22 (64-QAM), and MCS24 (64-QAM). It is observed that current PTRS configurations are enough for CPE compensation, which can be used at least for lower order modulations (such as up to 16-QAM) for 120kHz and 480kHz SCS when wide bandwidths are used. Increasing PTRS frequency density to K=1 does not provide any gain. Similar observations can be drawn for 960kHz SCS with wide bandwidth, except that also larger MCS can be used in this case (such as 64-QAM).
[bookmark: _Hlk61849250]Observation 7. Existing PTRS configurations provide the best performance for CPE compensation, and increasing frequency density does not provide any gain.
Observation 8. CPE compensation cannot provide reasonable performance for 120kHz SCS with 400MHz bandwidth when 64-QAM is used.
Observation 9. CPE compensation cannot provide reasonable performance for 480kHz SCS with 1600MHz bandwidth when 64-QAM is used.
Observation 10. CPE compensation provides good performance for 960kHz SCS with 2000MHz bandwidth even when 64-QAM is used.
a)
b)
c)
d)

[bookmark: _Ref60659527]Figure 8. CPE compensation results for a) 120kHz SCS and 400MHz BW, b) 480kHz SCS and 400MHz BW, c) 480kHz SCS and 1600MHz BW, d) 960kHz SCS and 2000MHz BW.

In Figure 9, we compare ICI compensation performance for 120kHz SCS and 400MHz bandwidth for different filter lengths. We use the ICI compensation approach discussed in Section 2.1 of [5]. Although the performance depends on the applied filter length, it is again observed that the best performance is achieved using the existing PTRS configurations K=2 and K=4 depending on the case, while increasing the PTRS frequency density does not provide any gain because there are already enough PTRS samples when such high number of PRBs is used. Note that there is even loss of performance for K=1, because in this case the code rate is increased in the simulations. The filter optimization and compensation method is then an implementation specific aspect. It is also observed that K=4 is enough for this case where a large number of PRBs is allocated, which shows that K can be increased for larger allocation according to Table 5.1.6.3-2.
Figure 10 compares ICI compensation for 480kHz and 400MHz for different filter lengths. We can again see that for optimized filter length current PTRS configurations provide good performance, and there is no need to introduce new PTRS configurations.
[bookmark: _Hlk61849277][bookmark: _Hlk68078140]Observation 11. Existing PTRS configurations provide the best performance for ICI compensation, and increasing frequency density does not provide any gain.
Observation 12. Phase noise compensation is an implementation specific aspect.
[bookmark: _Hlk68078629][bookmark: _Hlk61849299]Proposal 18. Use existing PTRS configurations for CP-OFDM.
Observation 13. Based on the evaluations, it does not make sense to provide new specification burden by introducing PTRS enhancements for OFDM, because existing specification can well adapt to different cases.


a)
b)
c)
d)

[bookmark: _Ref60660448]Figure 9. ICI compensation results with 120kHz SCS and 400MHz bandwidth a) filter length 3 b) filter length 5 c) filter length 7 d) filter length 9.

 a)
b)
c)
d)

[bookmark: _Ref61258739]Figure 10. ICI compensation results with 480kHz SCS and 400MHz bandwidth a) filter length 3 b) filter length 5 c) filter length 7 d) filter length 9.

DFT-s-OFDM
The following agreement was made in RAN1 #104-e:

Agreement:
Companies are encouraged to study at least the following aspects for potential PTRS enhancement for DFT-s-OFDM for NR operation in 52.6 to 71 GHz
· The need of potential PTRS enhancement
· PTRS pattern with more PTRS groups within one DFT-s-OFDM symbol when a large number of PRBs is scheduled

In Rel-15/16, there are five different PTRS configurations for DFT-s-OFDM (according to Table 6.2.3.2-1 in [3] copied below, and we refer to these patterns using numbering from 1 to 5 here). The chosen configuration is based on the bandwidth thresholds indicated in PTRS-UplinkConfig, and also time-domain (symbol) density can be configured to occur in every symbol (L=1) or every second symbol (L=2).


[image: ]
Rel-15 configurations perform well up to a certain PRB allocation size and MCS. However, it seems that for large MCSs some new PTRS configurations are needed. It is because the Rel-15 configuration was determined to achieve similar performance as CPE compensation of CP-OFDM PTRS.
In Figure 12, the PUSCH performance of DFT-s-OFDM is compared for 64-QAM. In the results herein, we use the maximum overhead configuration (8 PTRS groups, 4 samples per group) as a baseline, and compare different PTRS configurations in addition to this. The used PN compensation method is simple interpolation between the PTRS blocks. The following patterns are compared:
· Rel-15 PTRS pattern 8x4 (existing PTRE REs)
· Increasing number of groups to 12 with new PTRS REs, by using extension of formulas in Table 6.4.1.2.2.2-1 of TS38.211 (12x4, 50% overhead increase)-	
· Increasing number of groups by combining Rel-15 configurations with existing Rel-15/16 REs
· Combining patterns 3 and 5 (40 PTRS REs, 25% overhead increase)
· Combining all patterns (48 PTRS REs, 50% overhead increase).

Example of the combination is provided in Figure 11 below, where the existing 5 PTRS patterns are shown and then combination of all patterns.
[image: ]
[bookmark: _Ref67560841]Figure 11. Example of the existing PTRS patterns and combination of all patterns (Conf-1-2-3-4-5).  In this example figure, one symbol consists of 384 resource elements.

In Figure 12, we show the result where the existing PTRS patterns 3 and 5 are combined into a single configuration. In this case, we combine configurations 3 (4x2) and 5 (8x4), which will have altogether 12 groups of PTRS, 4 having 2 samples per group, and 8 having 4 samples per group. In this case, the number of PTRS symbols is increased only from 32 to 40. This gives 1dB improvement over legacy for MCS22, and makes possible to use even higher code rates. Similarly, it is observed that the same performance can be achieved using the combination of all five patterns into a single pattern. We also illustrate 12x4 configuration for comparison, which would be scaled according to the Rel-15 PTRS mapping equation, and would introduce new mapping REs, providing similar performance to our proposed approach. Thus, since new PTRS configurations are required only for high order modulations, to keep the spec. impact minimal, we propose to increase number of PTRS groups by combining existing patterns.
[bookmark: _Hlk61849444][bookmark: _Hlk68078170]Observation 14. PUSCH performance of DFT-s-OFDM may be improved by increasing the maximum number of PTRS groups with well affordable PTRS overhead.
Observation 15. New PTRS configurations can give performance gains for high order modulations.
To keep the required specification and implementation changes minimal, we propose to increase maximum number of PTRS groups by providing new PTRS configurations by combining multiple existing configurations/patterns into a single configuration. This enables significantly improved PN performance using the existing PTRS REs which are supported already.
Observation 16. Performance can be significantly improved by combinations of existing PTRS patterns.
[bookmark: _Hlk68078641]Proposal 19. Consider increasing number of PTRS groups for DFT-s-OFDM to make high order modulations robust to phase noise when a large number of PRBs is used. 
Proposal 20. Support the new PTRS configurations as combinations of existing PTRS configurations to a single configuration. 

[bookmark: _Ref60737877]Figure 12. PUSCH DFT-s-OFDM performance with different configurations for MCS22 (64-QAM), 120kHz SCS and 400MHz bandwidth. ‘12x4’ maps the PTRS groups to new REs, while combinations of the existing patterns use existing REs.
DMRS enhancements
The following agreements related to DMRS were made in RAN1 #104-e:
Agreement:
· Existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 120 kHz SCS.
· At least existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether to introduce different DMRS pattern with increased frequency domain density (in number of subcarriers) than the existing DMRS patterns for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether and how to restrict DMRS port configuration (e.g., the number of DMRS ports) as in FR2 for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS.

Agreement:
Further study on at least the following aspects of potential DMRS enhancement with respect to FD-OCC:
· whether to support a configuration of DMRS in which FD-OCC is not applied for 480 kHz and 960 kHz SCS
· Applicability to Type-1 and/or Type-2 DMRS
· Details on whether and how to indicate that FD-OCC is not applied to DMRS port
· Impact to UE multiplexing capacity and inter-UE interference in MU-MIMO.

Table 3 and Table 4 show existing DMRS type-1 antenna port specific parameters as well as available DMRS configurations when receiving PDSCH scheduled by DCI format 1_1. It can be observed that the existing specification can enable already flexible support for  rank 1 and rank 2 DMRS configurations with different antenna port IDs. For example, when DCI format 1_1 the codepoint of antenna port value is 11, two different DMRS antenna ports (i.e. 1000 and 1002) belonging into two different CDM groups can be configured for UE. In other words, the type-1 can provide support for frequency multiplexing of two different DMRS antenna ports by using comb-2 RE-pattern with resource element shift between combs [TS 38.211, sect 7.4.1.1.2]. 
[bookmark: _Ref60677692]Table 3. Parameters for PDSCH DM-RS configuration type 1 [TS 38.211, Table 7.4.1.1.2-1].
	
	
CDM group 
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	1000
	0
	0
	+1
	+1
	+1
	+1

	1001
	0
	0
	+1
	-1
	+1
	+1

	1002
	1
	1
	+1
	+1
	+1
	+1

	1003
	1
	1
	+1
	-1
	+1
	+1

	1004
	0
	0
	+1
	+1
	+1
	-1

	1005
	0
	0
	+1
	-1
	+1
	-1

	1006
	1
	1
	+1
	+1
	+1
	-1

	1007
	1
	1
	+1
	-1
	+1
	-1



[bookmark: _Ref60678461]Table 4 Antenna port(s) (1000 + DMRS port), dmrs-type=1, maxLength=1 [TS 38.212, Table 7.3.1.2.2-1].
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	0
	1
	0

	1
	1
	1

	2
	1
	0,1

	3
	2
	0

	4
	2
	1

	5
	2
	2

	6
	2
	3

	7
	2
	0,1

	8
	2
	2,3

	9
	2
	0-2

	10
	2
	0-3

	11
	2
	0,2

	12-15
	Reserved
	Reserved



[bookmark: _Hlk61849566]Observation 17: Existing RAN1 specification provides support for flexible configuration of different DMRS antenna ports belonging into same or different CDM groups for rank-1 and rank-2. 
Figure 13a) shows block error rate (BLER ) performance comparison of rank-1 PDSCH for different DMRS configuration options w/ and w/o OCC-2 (i.e. Rel-15 type-1, Rel-15 type-2 and new type (“comb-1”, R1-2008615) ) and without any phase noise impairments with SCS = 960kHz and delay spread of 20ns. As can be observed, the new DMRS type and type-1 w/o OCC can outperform clearly type-2 w/o OCC. The reason for this is that the resource element mapping granularity associated with the type-2 DMRS is insufficient to enable realible computation of DMRS based channel estimates for the demodulation of the PDSCH.
Figure 13b) depicts BLER performance comparison of rank-1 PDSCH for different DMRS configuration options w/ and w/o OCC-2 and without any phase noise impairment with SCS = 480kHz and delay spread of 20ns. As shown, both DMRS type-1 and new type can achieve nearly indentical BLER performance. Moreover, the BLER performance of DMRS type-2 approaches the performance of other types.  	
[image: ][image: ]
a) SCS = 960 kHz														b) SCS = 480 kHz
[bookmark: _Ref60060737]Figure 13 BLER performance of rank-1 PDSCH with different DMRS configurations w/ SCS = 960 kHz and 480 kHz. 
[bookmark: _Hlk61849589]Observation 18: For rank-1, type-1 and new type (“comb-1”) w/o OCC-2 can achieve better BLER performance of PDSCH compared with the type-2 DMRS w/o OCC-2 with SCSs =480 and 960 kHz.
Figure 14a) shows BLER performance comparison of rank-2 PDSCH with SCS = 960 kHz for different DMRS configuration options w/ and w/o OCC-2. As can be observed, the type-1 DMRS w/o OCC-2 outperforms clearly in BLER performance other DMRS types. Furthermore, it can be observed that error flooring occurs with new DMRS type and type-1 and type w/OCC-2.  
Figure 14b) shows BLER performance comparison of rank-2 PDSCH with SCS = 480 kHz for different DMRS configuration options w/ and w/o OCC-2. As shown, the type-1 and type-2 DMRS w/o OCC-2 can achieve nearly indentical BLER performance with each others. Both type-1 and type-2 DMRS configurations outperform clearly other DMRS types, i.e. new type and type-1 w/ OCC2 and type-2 w/ OCC2. 

[image: ][image: ]
 	         a) SCS = 960kHz											b) SCS = 480kHz
[bookmark: _Ref60742551]Figure 14 BLER performance of rank-2 PDSCH with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
[bookmark: _Hlk61849605]Observation 19: For rank-2, both type-1 and type-2 DMRS w/o OCC-2 outperfom other DMRS types in BLER performance with SCSs=480 and 960 kHz.

Table 5 provides a summary of different DMRS configurations SNRs achieving BLER of 10% and 1%. 

[bookmark: _Ref60215467]

Table 5 Summary of DMRS configurations with SNR [dB] achieving BLER of 10%/1% with SCS=480kHz, 960kHz, and MCS=22.
	SCS [kHz]
	Type-1 DMRS
	Type-2 DMRS
	New DMRS type (“Comb-1”, R1-2008615))

	
	w/o OCC (rank 1)
	
w/o OCC (rank 2)

	w/ OCC
(rank 2)
	w/o OCC (rank 1)
	
w/o OCC (rank 2)

	w/ OCC (rank 2)
	w/o OCC
(rank 1)
	w/ OCC
(rank 2)

	480
	14.4/16
	15/16.4
	23.7/-
	14.9/17
	15/16.4
	21/-
	14.4/16
	20.3/23.1

	960
	15.2/18.2
	15.1/17
	-/-
	28/-
	17/21
	-/-
	15/16.7
	-/-



[bookmark: _Hlk61849622]Observation 20: Type-1 w/o OCC-2 outperforms in BLER performance other DMRS types in the most of the considered cases. 
Further numerical results regaring to BLER performance of PDSCH with DMRS w/ and w/o phase noise impairments as well as with different bandwidths and MCS options can be found from the Appendix.   
Regarding to a higher transmission rank (e.g >2) support for the DMRS of PDSCH/PUSCH, it can be assumed that for a point-to-point communication the characteristics of point-to-point radio channel at high carrier frequencies (i.e. >52.6 GHz) are not sufficiently “rich” enough to enable a need for higher rank value specification support in Rel-17. This is due to the impact of the of high spatial directivity (i.e. beam forming) associated with each TX and RX beam-pair link with high carrier frequencies (>52.6GHz) resulting in the probability for the occurrence of higher rank radio channel to be reduced with respect to wireless communication at lower carrier frequencies. As a result of this, it is reasonable to provide specification support for the DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17. 
[bookmark: _Hlk61849637]Observation 21: It is reasonable to provide a specification support for DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17 for at higher carrier frequencies (>52.6 GHz).
Regarding to the co-existence of new DMRS type with other signal/RSs/channels, the RE-pattern of new DMRS type (“comb-1”) occupies all the resource elements of each PRBs associated with configured DMRS bandwidth. Therefore, the co-existence support of new DMRS type is very limited. More specifically, it enables to multiplex only another antenna port of new DMRS type with OCC-2 into the same OFDM symbol. However, the new type does not provide any possibility to multiplex into the same OFDM symbol any other type of signal(s)/RS(s)/channel(s) either with rank 1 or rank 2. For example, it is not possible to multiplex new DMRS type with PUSCH/PDSCH into same OFDM symbol. In fact, this is a clear drawback with respect type-1 because the type-1 with single CDM group enables to multiplex PDSCH with DMRS into same OFDM symbol. In other words, dedicated new-type DMRS symbol (irrespective of rank 1 or rank 2) needs to be always configured when PUSCH/PDSCH is scheduled. Therefore, due to additional RS overhead associated with new DMRS type, the usage of new DMRS type leads to a reduced achievable throughput of PUSCH/PDSCH in comparison with the type-1 DMRS w/o OCC . Especially, PUSCH is normally transmitted with single layer, new DMRS type degrades uplink peak throughput in the practical scenario. 
[bookmark: _Hlk61849651]Observation 22: New DMRS type (irrespective of rank 1 or rank 2) does not provide any possibility for multiplexing of it with any other type of signal/RS/channel into same OFDM symbol. 
Observation 23: Due to additional RS overhead associated with the new DMRS type, the usage of new DMRS type leads to reduced achievable PUSCH/PDSCH throughput in comparison with type-1 DMRS w/o OCC.
Regarding to the impact of new DMRS type of PUSCH/PDSCH into the computational complexity of channel estimation, it can be observed that the new DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH. More specifically, due to increased RE density, the amount of computational complexity associated with raw channel estimates as well as related additional required filtering is doubled with respect to existing types, e.g. type-1. 
[bookmark: _Hlk61849660]Observation 24: New DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH.
Additionally, achievable performance gains of new DMRS type remain marginal with the price of extra computation complexity as well as the usage of new DMRS type leads to the limited co-existence with other signals/RSs/channels.   As a result of these observations, it is not feasible to introduce the new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz communication.        
[bookmark: _Hlk61849668][bookmark: _Hlk68078285]Observation 25: It is not feasible to introduce new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz.
[bookmark: _Hlk61849698][bookmark: _Hlk66733819]Proposal 21: No additional DMRS pattern is supported in Rel-17 for above 52.6 GHz.
For rank 1 transmission, if UE is indicated with no CDD is applied to the DM-RS port, i.e. no MU-MIMO transmission in PDSCH transmission, UE can improve the demodulation performance by applying per RE-level channel estimation. However, in higher frequency, the MU-pairing of two rank 1 UEs is not likely to be happen. Thus one simple solution is that UE assumes no MU-pairing when rank 1 transmission is applied. 
[bookmark: _Hlk68078661]Proposal 22: Support one of following alternatives for enhancement of the rank 1 PDSCH DM-RS reception.
· Alt 1: UE assumes no MU-pairing is applied when scheduled with 1 DM-RS port 
· Alt 2: Introduce new antenna port mapping of rank 1 scheduling and no MU-pairing.

    
Conclusion
In this contribution we have discussed the PDSCH/PUSCH enhancements to support operation between 52.6 GHz and 71 GHz. Based on the simulation results and discussion we make the following proposals and observations:
Proposals:
Proposal 1: Consider 400 MHz as the minimum channel bandwidth for all SCSs.

Proposal 2: Increase the maximum number of DL and UL HARQ processes from 16 to 32, for 480 kHz and 960 kHz SCSs.

Proposal 3: Consider proposing times shown in Table 2 for PDSCH and PUSCH. 
Proposal 4: Consider CSI computation delay parameters for new SCSs only after determination of BD/CCE limit for new SCSs. 
Proposal 5: Deprioritize the discussion on the additional processing timelines below.
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation

Proposal 6: Consider dynamic indication of the number of repetition also for PDSCH. 

Proposal 7: For multi-PxSCH.
· Use Rel-16 solution as the baseline for both multi-PDSCH and multi-PUSCH
· Support up-to eight PxSCH by a single DCI
· No need to support multi-PDSCH for 120 kHz SCS.

Proposal 8: For TDRA, support Alt 1 for both multi-PDSCH and multi-PUSCH
· Introduce slot dropping by a separate mechanism.

Proposal 9: The following enhancements are considered as secondary topics which are considered only if time allows: FDRA enhancements, frequency hopping enhancements, URLLC enhancements, and CBGTI enhancements. 
Proposal 10: Enhance DCI Format 1_1 to support triggering multiple PDSCH TBs over multiple slots. Use multi-TB signaling defined for DCI format 0_1 as the starting point.

Proposal 11: If only 16 DL HARQ processes are supported for 960 kHz SCS, HARQ information for PDSCHs scheduled by single DCI can be carried by up to two PUCCHs to reduce HARQ process starvation
· When DCI schedules more than N PDSCHs, where N is configurable, the HARQ-ACK feedback for the scheduled PDSCHs is transmitted over two slots.

Proposal 12: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable. 

Proposal 13: Number of DAI bits is determined based on the configured M value and the maximum number of schedulable PDSCHs. 
· Number of DAI bits is determined so that UE can detect failed detection of up to [2] consecutive DL assignments.

Proposal 14: Configurable time domain bundling of HARQ-ACK feedback over M consecutive PDSCHs scheduled by the same DCI can be supported.

Proposal 15: For Type-1 codebook, the set of slot timing values K1 is extended with the values corresponding to multi-PDSCH scheduled slots for each K1 value.

Proposal 16: For Type-1 codebook, the occasions for multiple candidate PDSCH reception per slot are determined based on TDRA rows scheduling single PDSCH only.
Proposal 17: Study the solution to support time-domain PRB bundling when multi-PDSCH scheduling is supported. The existing DMRS time-domain pattern is reused unless any critical performance degradation is identified. 
Proposal 18. Use existing PTRS configurations for CP-OFDM.
Proposal 19. Consider increasing number of PTRS groups for DFT-s-OFDM to make high order modulations robust to phase noise when a large number of PRBs is used. 
Proposal 20. Support the new PTRS configurations as combinations of existing PTRS configurations to a single configuration. 
Proposal 21: No additional DMRS pattern is supported in Rel-17 for above 52.6 GHz.
Proposal 22: Support one of following alternatives for enhancement of the rank 1 PDSCH DM-RS reception.
· Alt 1: UE assumes no MU-pairing is applied when scheduled with 1 DM-RS port (i.e. Antenna port=0 in Table 6 above)
· Alt 2: Introduce new antenna port mapping of rank 1 scheduling and no MU-pairing.

Observations:
 Observation 1: Maximum bandwidth issue is done from RAN1 point of view. The following topics are under the responsibility of RAN4
· Maximum bandwidth
· Channelization
· Supported CA options.
Observation 2: CSI computation delay has relation with PDCCH decoding complexity including BD/CCE limt.  
Observation 3: Rel-15/16 schemes for CPU can be reused for 480kHz and/or 960kHz SCS. 

Observation 4: If up to 32 DL HARQ processes are supported for 960 kHz SCSs, HARQ information for PDSCHs scheduled by single DCI can be carried by single PUCCH.
Observation 5: Time-domain PRB bundling with multi-PDSCH scheduling may improve channel estimation accuracy. 
Observation 6. Existing PTRS configurations provide good allocation flexibility to achieve good performance for any bandwidth, SCS, or MCS.
Observation 7. Existing PTRS configurations provide the best performance for CPE compensation, and increasing frequency density does not provide any gain.
Observation 8. CPE compensation cannot provide reasonable performance for 120kHz SCS with 400MHz bandwidth when 64-QAM is used.
Observation 9. CPE compensation cannot provide reasonable performance for 480kHz SCS with 1600MHz bandwidth when 64-QAM is used.
Observation 10. CPE compensation provides good performance for 960kHz SCS with 2000MHz bandwidth even when 64-QAM is used.
Observation 11. Existing PTRS configurations provide the best performance for ICI compensation, and increasing frequency density does not provide any gain.
Observation 12. Phase noise compensation is an implementation specific aspect.
Observation 13. Based on the evaluations, it does not make sense to provide new specification burden by introducing PTRS enhancements for OFDM, because existing specification can well adapt to different cases.
Observation 14. PUSCH performance of DFT-s-OFDM may be improved by increasing the maximum number of PTRS groups with well affordable PTRS overhead.
Observation 15. New PTRS configurations can give performance gains for high order modulations.
Observation 16. Performance can be significantly improved by combinations of existing PTRS patterns.
Observation 17: Existing RAN1 specification provides support for flexible configuration of different DMRS antenna ports belonging into same or different CDM groups for rank-1 and rank-2. 
Observation 18: For rank-1, type-1 and new type (“comb-1”) w/o OCC-2 can achieve better BLER performance of PDSCH compared with the type-2 DMRS w/o OCC-2 with SCSs =480 and 960 kHz.
Observation 19: For rank-2, both type-1 and type-2 DMRS w/o OCC-2 outperfom other DMRS types in BLER performance with SCSs=480 and 960 kHz.
Observation 20: Type-1 w/o OCC-2 outperforms in BLER performance other DMRS types in the most of the considered cases. 
Observation 21: It is reasonable to provide a specification support for DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17 for at higher carrier frequencies (>52.6 GHz).
Observation 22: New DMRS type (irrespective of rank 1 or rank 2) does not provide any possibility for multiplexing of it with any other type of signal/RS/channel into same OFDM symbol. 
Observation 23: Due to additional RS overhead associated with the new DMRS type, the usage of new DMRS type leads to reduced achievable PUSCH/PDSCH throughput in comparison with type-1 DMRS w/o OCC.
Observation 24: New DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH.
Observation 25: It is not feasible to introduce new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz.
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Appendix
Additional link-level performance plots for DMRS enhancements
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Figure 15 BLER performance of rank-1 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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Figure 16 BLER performance of rank-2 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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a) SCS = 960kHz, b) SCS = 480kHz
Figure 17 BLER performance of rank-1 PDSCH and MCS7 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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          a) SCS = 960kHz, b) SCS = 480kHz
Figure 18 BLER performance of rank-2 PDSCH and MCS7 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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Figure 19 BLER performance of rank-1 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 2.16GHz bandwidth.
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Figure 20 BLER performance of rank-2 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 2.16GHz bandwidth.
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Table 5.1 .6. 3 - 1: Time den sity of PT - RS as a function of scheduled MCS  
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  Table 5.1 .6. 3 - 2: Frequency density of PT - RS as a function of scheduled bandwidth  
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