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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
eXtended Reality (XR) and Cloud Gaming (CG) are important media applications enabled by 5G. For Rel-17 new study item on XR evaluations for NR, some agreements on XR traffic model have been made in RAN1#104-e [1]. 
In this contribution, we provide our views on the remaining issues of XR traffic models based on SA4 outcomes, including traffic model for single-stream and multi-stream for DL video and AR UL. 
Traffic models
Traffic model for single-stream for DL video
In RAN1#104-e [1], some agreements on traffic model of a single DL video stream have been made. However, there are some detailed parameters remained as FFS. In this section, we discuss the detailed parameters based on SA4 outcomes [2].
[bookmark: _Ref67498814][bookmark: OLE_LINK18]Parameters for packet size distribution
[bookmark: OLE_LINK56]In RAN1#104-e, the following working assumption on packet size distribution was achieved for DL video stream [1].
	· [bookmark: OLE_LINK79][bookmark: OLE_LINK80][bookmark: OLE_LINK57][bookmark: OLE_LINK69][bookmark: OLE_LINK77][bookmark: OLE_LINK78](Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· [bookmark: OLE_LINK53][bookmark: OLE_LINK54]Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.


[bookmark: OLE_LINK142][bookmark: OLE_LINK81][bookmark: OLE_LINK82]Generally, the parameters of the video packet size distribution are related to video encoding, e.g. error resilience, rate control, etc. According to SA4 outcome in S4aV200634 [3], there are 6 recommended configurations for VR2 as below:
	(copied from S4aV200634)

4.2	VR2: XR Split Rendering
4.2.1 Summary Recommended Configurations
…
	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	[bookmark: OLE_LINK133]8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	[bookmark: OLE_LINK138][bookmark: OLE_LINK139]1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 


…


[bookmark: OLE_LINK143][bookmark: OLE_LINK144]We have performed analysis based on S-Traces provided by SA4 [4], the results are shown in Table 1, where the packet size is the sum of the size of all slices belonging to the same frame. Note that all the S-Traces are derived from one typical video trace using different configurations. 
[bookmark: OLE_LINK140][bookmark: OLE_LINK141][bookmark: OLE_LINK145]It is observed that the parameters of the packet size distribution are quite different between different configurations:
· [bookmark: OLE_LINK87][bookmark: OLE_LINK88][bookmark: OLE_LINK85][bookmark: OLE_LINK86][bookmark: OLE_LINK129][bookmark: OLE_LINK130][bookmark: OLE_LINK83][bookmark: OLE_LINK84][bookmark: OLE_LINK136]VR2-3 and VR2-4 adopt the CBR (Constant Bit Rate) for rate control, in which the packet sizes are almost constant. The standard deviation (STD) is small, e.g. 0.02 * Mean. The max packet size is about 1.06~1.07 * Mean. The min packet size is about 0.94 * Mean. 
· [bookmark: OLE_LINK131][bookmark: OLE_LINK132][bookmark: OLE_LINK137][bookmark: OLE_LINK146][bookmark: OLE_LINK134][bookmark: OLE_LINK135]For VR2-1, VR2-2, and VR2-6, the capped VBR (Variable Bit Rate) is adopted for rate control. There are 8 slices per frame and 1 slice per frame is intra coded. The STD is 0.08 * Mean. The max packet size and min packet size are 1.19~1.25 * Mean and 0.48 * Mean, respectively. 
· For VR2-5, the capped VBR is adopted for rate control. There is 1 slice per eye buffer and every 8th frame is intra coded. The STD is 0.13* Mean. The max packet size and min packet size are 1.94 * Mean and 0.24 * Mean, respectively. 
[bookmark: _Ref67420900]Table 1. Parameters of truncated Gaussian distribution for packet size
	
	VR2-1
	VR2-2
	VR2-3
	VR2-4
	VR2-5
	VR2-6

	[bookmark: OLE_LINK72][bookmark: OLE_LINK73]Max packet size (bytes)
	67865
	70777
	62872
	63058
	101353
	71196

	Min packet size (bytes)
	27553
	27410
	55398
	55523
	12610
	27464

	Mean (bytes)
	57051
	57045
	59110
	59097
	52113
	57053

	STD (bytes)
	4333
	4350
	1394
	1378
	6579
	4335

	STD/Mean
	0.08
	0.08
	0.02
	0.02
	0.13
	0.08

	Min/Mean
	0.48
	0.48
	0.94
	0.94
	0.24
	0.48

	Max/Mean
	1.19
	1.24
	1.06
	1.07
	1.94
	1.25


Therefore, for different video encoding configurations, e.g. error resilience, rate control, etc., the parameters of the video packet size distribution could be different. Furthermore, according to SA4 LS to SA2/RAN1 in R1-2102308 [5], “intra-coded information typically requires 3 to 6 times the amount of data compared to inter-coded information”. Considering the workload, it may not be possible for RAN1 to evaluate all the configurations. In summary, the following parameters seem to be representative: STD=0.15*Mean, Max=2*Mean, Min=0.25*Mean.
[bookmark: _Ref67997154]Observation 1: For a given VR video, the parameters of the video packet size distribution are related to video encoding configurations, e.g. error resilience, rate control, etc.
[bookmark: _Ref66873229][bookmark: _Ref67997180][bookmark: _Ref60739955]Proposal 1: The following parameters for truncated Gaussian distribution for packet size can be a starting point (note: these parameter values are those before the truncation)
· STD: 15% of Mean packet size
· Max packet size: 2 * Mean packet size
· Min packet size : 25% of Mean packet size

Jitter of packet arrival
In RAN1#104-e, the following agreement on jitter for DL video stream was achieved [1].
	· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e


As agreed in RAN1#104-e, the statistical traffic model in Figure 1 is adopted for a single DL video stream for a single UE. Jitter follows a truncated Gaussian distribution. 

[bookmark: _Ref67992759]Figure 1. Statistical traffic model for a single DL video stream for a single UE
A main issue on modelling jitter is whether the jitter can be negative or not. Note that if the rendering time of a video frame at the server is taken as the reference point, the jitter of the frame at the gNB is always positive, since the frame is first rendered at the server and then transmitted to gNB with certain positive delay. However, the video frame is refreshed periodically every 1/FPS at user side. If the refresh time is taken as the reference point, the jitter can be both positive and negative. Therefore, whether jitter can be negative or not just depends on the choice of the reference point. For simplicity, the refresh time can be taken as the reference point. Therefore, jitter can be negative and the mean value of the jitter is zero. The current values for mean, STD and range can be a starting point for initial evaluation. 
[bookmark: _Ref67048337][bookmark: _Ref67997184][bookmark: OLE_LINK165][bookmark: OLE_LINK166]Proposal 2: The following parameters for mean, STD and range of jitter for DL video stream can be a starting point for initial evaluation.
· Mean: 0
· STD: 2 ms
· Range: [-4, 4]ms

Air interface PDB
In RAN1#104-e [1], the following agreement on air interface PDB for DL video stream was achieved.
	· DL 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 

· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· [bookmark: OLE_LINK147][bookmark: OLE_LINK148]FFS whether or not to have more than one mandatory value


[bookmark: OLE_LINK169]There is an FFS on whether or not to have more than one mandatory value. Since PDB values are related to traffic requirement instead of traffic model, this FFS is discussed in our companion paper on UE KPI and evaluation methodology [6]. 
It is worth noting that in last RAN1 meeting, air interface PDB was discussed separately without taking jitter into account. However, jitter may have a great impact on remaining scheduling time of a packet due to the early or late packet arrival at gNB. As shown in Figure 2, there are two options for the relationship between jitter and remaining scheduling time: 
· Option 1: Jitter does not affect the remaining scheduling time, i.e. remaining scheduling time = air interface PDB;
· Option 2: Jitter affects the remaining scheduling time, i.e. remaining scheduling time = air interface PDB – jitter.
[image: ]
[bookmark: _Ref67327356]Figure 2. The relationship between jitter and remaining scheduling time. 
In option 1, since the remaining scheduling time is equal to the air interface PDB without taking jitter into account, if the packet arrives late at the gNB, the packet may also arrive late at the UE. 
While in option 2, if the packet arrives late at the gNB, the packet has shorter remaining scheduling time, which ensures the packet can still arrive at the UE in time. 
Since the video frame is decoded and refreshed at the UE periodically at a certain time, if the packet arrive late at the UE, the video frame cannot be decoded and refreshed in time. Therefore, option 2 seems to be more reasonable in practice.
[bookmark: _Ref67048341]Proposal 3: If jitter is considered, the remaining scheduling time of a packet is affected by jitter, i.e. remaining scheduling time = air interface PDB – jitter.

Packet success rate for per UE KPI
In RAN1#104-e, the following agreements on per UE KPI for capacity were achieved [1], where the exact value of X remains FFS. Since X values are related to traffic requirement instead of traffic model, this FFS is discussed in our companion paper on UE KPI and evaluation methodology [6], where we also discuss the values of X for I-frame and P-frame. 
	· Per UE KPI 
· [bookmark: OLE_LINK95][bookmark: OLE_LINK96][bookmark: OLE_LINK93][bookmark: OLE_LINK94]Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated



Traffic model for multi-streams for DL video 
In RAN1#104-e, the following agreements on traffic model for XR and CG were achieved [1].
	[bookmark: OLE_LINK4]Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· [bookmark: OLE_LINK6][bookmark: OLE_LINK7]There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· [bookmark: OLE_LINK8][bookmark: OLE_LINK9]FFS the values of M1 and M2, including the possibility of being application-dependent

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· [bookmark: OLE_LINK19]Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc


[bookmark: OLE_LINK10][bookmark: OLE_LINK11]According to the above agreements, a general statistical model for all the five applications are agreed, where there are M1 and M2 data streams for DL and UL, respectively. The values of M1 and M2 are FFS. In this section, we discuss details of multi-stream traffic model.
Background
[bookmark: OLE_LINK12]For a given XR application, there can be multiple data streams with different traffic characteristics and QoS requirements. For example,
· I-frame and P-frame: I-frame is encoded without any reference to other frames. While P-frame is inter-coded with reference to other frames, e.g. I-frame. It is commonly known that I-frame is more important than P-frame. The size of I-frame is larger than the size of P-frame since I-frame contains more information. For example, according to SA4 LS to SA2/RAN1 in R1-2102308 [5], “intra-coded information typically requires 3 to 6 times the amount of data compared to inter-coded information”. Generally, the number of I-frames is smaller than the number of P-frames, resulting the data rate of I-stream is smaller than P-stream.
· FOV stream and omnidirectional stream: According to SA4 study in [7] the tiled stream approach can be used for VR1: “Viewport dependent streaming” (An example is VR 360° streaming). It allows emphasizing the current user viewport through transmitting omnidirectional samples with decreased resolution, i.e. selecting the tiles from the viewport at a high-resolution version and an omnidirectional video at a lower resolution. This is also agreed in S4aV200635 [7], the related descriptions are copied below:
	(Copied from S4aV200635 [7])
…
6  VR1: “Viewport dependent streaming”
…
7.3.4 Output traffic characteristics
· Data rate range:
· per tiled streaming: 0.71~1.43 Mbps
· FOV Area Streaming: (0.71~1.43)*18 Mbps
· lower-resolution 4K omnidirectional streaming: 6-8Mbps


The FoV stream and the omnidirectional stream may have different data rate and QoS requirement. For example, when the user’s viewport is changed, a lower-resolution omnidirectional stream should be ready to avoid black borders and guarantee a basic user experience. The high-resolution FOV stream is adaptively requested/delivered based on the user’s viewport and can be available later than the omnidirectional stream to provide an enhanced user experience. 
SA4 has already provided traces for VR2 which considers I/P frame/slice [4], which can be used to derive the I/P-stream model. In this contribution, we mainly focus on the details of I/P-stream model. RAN1 can continue to study VR1: “Viewport dependent streaming”.
Modelling for I-stream and P-stream 
[bookmark: OLE_LINK70][bookmark: OLE_LINK71]The traffic pattern for I-stream and P-stream is quite related to video encoding, e.g. error resilience, rate control, etc. According to SA4 outcome in S4aV200634 [3] and S4aV200669 [8], there are mainly two options for slice mode and error resilience (see cyan part below):
· For configuration VR2-5, there is no slice setting and every 8th frame is intra coded. 
· For configuration VR2-1/2/3/4/6, there are 8 slices for each frame and one slice per frame is intra coded. 
Note that the intra coded frame/slice refers to I-frame/slice and the other frames/slices are inter coded, which refer to P-frames/slices. 
For simplicity, these two traffic patterns for I-stream and P-stream are called frame-based I/P-stream model and slice-based I/P-stream model in this paper, which are illustrated in Figure 3 and Figure 4, respectively. In the following sub-sections, we analyze these two models in details.
	(copied from S4aV200634)
4.2	VR2: XR Split Rendering
4.2.1 Summary Recommended Configurations
	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	[bookmark: OLE_LINK98][bookmark: OLE_LINK99]8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 


…
4.2.2 Content Encoding Model Configuration
Two options for slice mode and error resilience.
For configuration 1, 2, 3, 4, and 6 use slice setting 8 with one intra slice per frame.
	    "Slice": {
        "mode": "fixed",
        "parameter": "8"
    },
    "ErrorResilience": {
        "mode": "pIntra",
        "parameter": "1"
    }



For configuration 5: No slice setting with one I-frame very 8 frames.
	    "Slice": {
        "mode": "no",
    },
    "ErrorResilience": {
        "mode": "pIntra",
        "parameter": "8"
    }





[image: ]
[bookmark: _Ref66803786][bookmark: _Ref67576830]Figure 3. Frame-based I/P-stream model
[image: ]
[bookmark: _Ref68254083][bookmark: _Ref68254060]Figure 4. Slice-based I/P-stream model

[bookmark: OLE_LINK89][bookmark: OLE_LINK90][bookmark: OLE_LINK101]Frame-based I/P-stream model 
In frame-based I/P-stream model, there is no slice setting. To terminate an error propagation, an I-frame in each Group-Of-Pictures (GOP) is encoded. Generally, an I-frame indicates the beginning of a GOP, which is encoded without any reference to other frames, and thus, it is not affected by errors in the previous frames. The remaining frames within the GOP are P-frames, assuming for low-latency applications the B-frames (Bi-directional predicted frames) are not used due to large decoding delay. For a GOP with a size of K frames, the frame arrival pattern is: K = 1 means all I-frames, K=2 means IPIP, K=3 means IPPIPP, and so on. The GOP size could be different in different applications and settings. In SA4 outcome S4aV200634 [3], VR2-5 chooses GOP size K=8. More details are given below:
· Packet modelling: Similar as single stream video, the frame-level packet modelling is adopted, i.e. a packet is assumed to represent a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 
· Average data rate: Given the GOP structure, the average data rate for I-stream and P-stream is  and , respectively, where R is the average data rate of single video stream, K is the GOP size, and α is the average size ratio between one I-frame and one P-frame. 
· According to our analysis based on SA4 outcome in S4aV200634 [3], the average size ratio between I-frame and P-frame is about 1.07 in VR2-5 (see Table 2 below).  According to SA4 LS to SA2/RAN1 in R1-2102308 [5], “intra-coded information typically requires 3 to 6 times the amount of data compared to inter-coded information”.
· As discussed in Section 2.1.1, the average size ratio between I-frame and P-frame may depend on rate control settings, e.g., CBR, VBR, etc. Therefore, α = 2 can be taken as a good starting point. Other values can also be optionally evaluated. 
· In summary, the average data rate ratio between I-stream and P-stream is about α: (K-1) = 1:3.5, assuming GOP size K = 8 and the average size ratio between one I-frame and one P-frame being α = 2.
Table 2. Average packet size for I-frame and P-frame
	
	VR2-5

	Mean size of I-frame (Bytes)
	55313

	Mean size of P-frame (Bytes)
	51656

	I-frame/P-frame
	1.07


· Traffic pattern: As shown in Figure 3, the packet arrival interval has a GOP structure. In a GOP with size of K, the first packet is I-frame and the remaining (K-1) packets are P-frames. The packet arrival interval between two consecutive packets is 1/FPS. Assuming fixed GOP size K, I-frames arrive periodically every K-th frame. The packet arrival interval of I-frame and P-frame can be represented by a sequence, e.g. with IPP…PIPP…PI. 
· Packet size distribution: Similar as the single video stream, the packet size of each steam follows the truncated Gaussian distribution.  
· Jitter: Similar as the single video stream, jitter follows the truncated Gaussian distribution.  
· QoS requirement: I-stream should have higher QoS requirement than P-stream. The details are discussed in our companion paper on UE KPI and evaluation methodology [6].
We summarize the traffic model for I-stream and P-stream in the frame-based I/P-stream model.
Table 3. Frame-based I/P-stream model
	
	Stream #1: I-stream
	Stream #2: P-stream

	Packet modelling
	Frame-level

	Average data rate
	
	

	
	· R: average data rate of single video stream
· K: GOP size of single video stream, K = 8
· Other values can be optionally evaluated.
· : average size ratio between I-frame and P-frame,  =2
· Other values can be optionally evaluated.

	Traffic pattern
	Follow the Group-Of-Pictures (GOP) structure

	QoS requirements
	Higher
	Lower



[bookmark: _Ref68276142][bookmark: _GoBack]Observation 2: In the frame-based I/P-stream model for AR/VR/CG, the packet arrival of I-stream and P-stream has a Group-Of-Pictures (GOP) structure.

Slice-based I/P-stream model
In slice-based I/P-stream model as shown in Figure 4, each frame has N slices (e.g., N=8), including one I-slice and (N-1) P-slices. The I-slice is intra coded and most important, which can form the I-stream. The remaining (N-1) P-slices are inter coded and less important compared with I-slice, which can form the P-stream. More details are given below:
· [bookmark: OLE_LINK106][bookmark: OLE_LINK107][bookmark: OLE_LINK121][bookmark: OLE_LINK122][bookmark: OLE_LINK102][bookmark: OLE_LINK108][bookmark: OLE_LINK109]Packet modelling: In single stream video, a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. However, the frame-level packet modelling may not be suitable for slice-based I/P-stream model, since in the slice-based I/P-stream model, the granularity of encoding is brought down to the “slice level”. A slice is a spatially distinct region of a frame that is encoded separately from any other region in the same frame. One slice loss will not affect the decoding of other slices in the same frame [9]. Therefore, in slice-based I/P-stream model, slice-level packet modelling should be considered, where one packet is assumed to represent a single video slice. For I-stream, there is only one packet for I-slice at each time. While for P-stream, there are (N-1) packets at each time, where one packet represents one P-slice. 
· [bookmark: OLE_LINK110]Average data rate: Let α denote the average size ratio between one I-slice and one P-slice. According to our analysis in Table 4, which is based on SA4 outcome in S4aV200634 [3], α is about 1.86~1.91. So α = 2 can be a good starting point for RAN1 evaluation. The average data rate for I-stream and P-stream is  and , respectively, where R is the average data rate of single video stream and N is the number of slices per frame. There is one I-slice and (N-1) P-slices in one frame. The average data rate ratio between I-stream and P-stream is about α : (N-1) = 1:3.5, assuming N = 8 slices per frame and the average size ratio between one I-slice and one P-slice being α = 2.
[bookmark: _Ref67065687][bookmark: OLE_LINK39][bookmark: OLE_LINK55]Table 4. Average packet size for I-slice and P-slice
	
	VR2-1
	VR2-2
	VR2-3
	VR2-4
	VR2-6

	Mean size of one I-slice (Bytes)
	11982
	11983
	12651
	12651
	11987

	Mean size of one P-slice (Bytes)
	6438
	6437
	6637
	6664
	6438

	Average size ratio between one I-slice and one P-slice
	1.86
	1.86
	1.91
	1.90
	1.86


· [bookmark: OLE_LINK116][bookmark: OLE_LINK117]Traffic pattern: Since each frame contains both I-stream and P-stream, both streams are periodic traffic with packet arrival interval 1/FPS. For I-stream, there is one I-slice (i.e. one packet) at each time. For P-stream, there are (N-1) P-slices (i.e., N-1 packets) at each time.
· [bookmark: OLE_LINK126][bookmark: OLE_LINK151]Packet size distribution: Similar to single video stream, the packet size of each slice follows the truncated Gaussian distribution. Note that all the P-slices in one frame are independently identically distributed.
· Jitter: Similar as the single video stream, jitter can be modelled as truncated Gaussian distribution. Since all slices are likely to experience the similar encoding and transmission delay, one realization may be applied for all packets belonging to one video frame.
· QoS requirement: I-stream should have higher QoS requirement than P-stream. The details are discussed in our companion paper on UE KPI and evaluation methodology [6].
Based on the above discussion, we summarize the traffic model for I-stream and P-stream in the slice-based model.
Table 5. Slice-based I/P-stream model
	
	Stream #1: I-stream
	Stream #2: P-stream

	[bookmark: _Hlk68178477]Packet modelling
	Slice-level

	Average data rate
	 
	 

	
	· R: average data rate of a single video stream
· [bookmark: OLE_LINK120]N: number of slice per frame, e.g. N = 8.
· Other values can be optionally evaluated.
· : average size ratio between one I-slice and one P-slice,  = 2.
· Other values can be optionally evaluated.

	Number of packets at a time
	1
	N-1

	Traffic pattern
	Periodic traffic with packet arrival interval 1/FPS.

	QoS requirements
	Higher
	Lower



[bookmark: _Ref68276181]Observation 3: In the slice-based I/P-stream model for AR/VR/CG, both streams have periodic traffic with packet arrival interval 1/FPS.
Summary
As analysed above, there are mainly two options to model I/P-stream for AR/VR/CG video. The main difference between these two options lies in the traffic pattern, which mainly results from different video encoding, e.g. slice mode and error resilience settings. In summary, we propose the following multi-stream model in Table 6 for modelling I-frame and P-frame for DL video of AR/VR/CG. 
[bookmark: _Ref67997192]Proposal 4: For DL video of AR/VR/CG, adopt M1=2 for modelling I-frame and P-frame separately, and adopt the multi-stream traffic model in following Table 6.
[bookmark: _Ref67996649]Table 6. Multi-stream model for DL video
	Application
	AR/VR/CG

	Two data streams, i.e. M1 = 2 
	· Stream #1: I-stream
· Stream #2: P-stream

	
	Option 1: slice-based
	Option 2: frame-based

	Packet modelling
	[bookmark: OLE_LINK115]Slice-level
	Frame-level

	Traffic arrival pattern
	Both streams are periodic with the same FPS. 
	Follow the GOP structure, e.g. GOP size K = 8.

	Number of packets per stream at a time
	· [bookmark: OLE_LINK154][bookmark: OLE_LINK155]Stream #1: 1
· Stream #2: N-1
· N is the number of slice per frame, e.g. N = 8.
	· Stream #1: 1
· Stream #2: 1

	Average data rate
	Stream #1: Stream #2 = : (N-1)
	Stream #1: Stream #2 = : (K-1)

	
	 is average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 2.
· Other values can be optionally evaluated.


Note: the QoS requirement for each stream is separately discussed in the KPI part.
Traffic model for AR UL
In RAN1#104-e [1], the following working assumptions on UL traffic model for XR and CG were achieved. There is also an FFS for AR. In this section, we discuss the UL traffic model for XR and CG.
	Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS 


For VR and CG, a single stream can be modelled for pose/control information. According to SA4 outcome in S4aV200634 [3], the uplink bitrate for the pose is 200 kbit/s, with 4ms packet interval and packet size 100 byte. We can confirm the working assumption on UL traffic model for pose/control.
	(Copied from S4aV200634 [3])
…
4.2	VR2: XR Split Rendering
4.2.1 Summary Recommended Configurations
For uplink modelling, no specific content modelling is considered.
1) A model for the uplink traffic in a similar fashion also providing packet traces.
a. XR Pose is sent uplink
b. The uplink bitrate for the pose is 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.
c. Details are in S4aV200575
d. The E2E Requirements are
i. Bitrate: 200 kbit/s
ii. PLR: 1e-3
iii. Delay from UE to XR Server in the range of 10ms


[bookmark: _Ref67048356]Proposal 5: Confirm the following working assumption on traffic model for UL pose/control of CG/VR.
· On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
For UL traffic model of AR, there are mainly two types of traffics: pose/control and UL video. For UL pose/control, the model for UL pose/control of VR/CG can be reused. For UL video, the model for DL video of AR/VR/CG can be reused. Therefore, we propose the following multi-stream model in Table 7 for AR UL.
[bookmark: _Ref67996679]Table 7. Multi-stream model for AR UL
	Application
	AR

	Three data streams, i.e. M1 = 3
	· Stream #1: I-stream
· Stream #2: P-stream
	· Stream #3: Pose/control

	
	Option 1: slice-based
	Option 2: frame-based
	

	Packet modelling
	Slice-level
	Frame-level
	

	Traffic arrival pattern
	Both streams are periodic with the same FPS. 
	Follow the GOP structure, e.g. GOP size K = 8.
	Periodic: 4ms (no jitter)

	Number of packets per stream at a time
	· Stream #1: 1
· Stream #2: N-1
· N is the number of slice per frame, e.g. N = 8.
	· Stream #1: 1
· Stream #2: 1
	· Stream #3: 1

	Average data rate
	Stream #1: Stream #2 = : (N-1)
	Stream #1: Stream #2 = : (K-1)
	Fixed: 100 bytes
(Bitrate: 200 kbit/s)

	
	 is average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 2.
· Other values can be optionally evaluated.
	


Note: the QoS requirement for each stream is separately discussed in the KPI part.

[bookmark: _Ref67048359]Proposal 6: There are M2=3 streams in UL traffic model of AR, where
· One stream for UL pose/control, 
· The model for UL pose/control of VR/CG can be reused.
· Two streams for UL video to model I-stream and P-stream separately,
· The multi-stream model for DL video of VR/AR/CG can be reused.

Conclusions
In this contribution, traffic models for XR and CG are discussed with the following observations and proposals:
Observation 1: For a given VR video, the parameters of the video packet size distribution are related to video encoding configurations, e.g. error resilience, rate control, etc.
Observation 2: In the frame-based I/P-stream model for AR/VR/CG, the packet arrival of I-stream and P-stream has a Group-Of-Pictures (GOP) structure.
Observation 3: In the slice-based I/P-stream model for AR/VR/CG, both streams have periodic traffic with packet arrival interval 1/FPS.
Proposal 1: The following parameters for truncated Gaussian distribution for packet size can be a starting point (note: these parameter values are those before the truncation)
· STD: 15% of Mean packet size
· Max packet size: 2 * Mean packet size
· Min packet size : 25% of Mean packet size

Proposal 2: The following parameters for mean, STD and range of jitter for DL video stream can be a starting point for initial evaluation.
· Mean: 0
· STD: 2 ms
· Range: [-4, 4]ms

Proposal 3: If jitter is considered, the remaining scheduling time of a packet is affected by jitter, i.e. remaining scheduling time = air interface PDB – jitter.
Proposal 4: For DL video of AR/VR/CG, adopt M1=2 for modelling I-frame and P-frame separately, and adopt the multi-stream traffic model in following Table 6.
Table 6. Multi-stream model for DL video
	Application
	AR/VR/CG

	Two data streams, i.e. M1 = 2 
	· Stream #1: I-stream
· Stream #2: P-stream

	
	Option 1: slice-based
	Option 2: frame-based

	Packet modelling
	Slice-level
	Frame-level

	Traffic arrival pattern
	Both streams are periodic with the same FPS. 
	Follow the GOP structure, e.g. GOP size K = 8.

	Number of packets per stream at a time
	· Stream #1: 1
· Stream #2: N-1
· N is the number of slice per frame, e.g. N = 8.
	· Stream #1: 1
· Stream #2: 1

	Average data rate
	Stream #1: Stream #2 = : (N-1)
	Stream #1: Stream #2 = : (K-1)

	
	 is average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 2.
· Other values can be optionally evaluated.


Note: the QoS requirement for each stream is separately discussed in the KPI part.

Proposal 5: Confirm the following working assumption on traffic model for UL pose/control of CG/VR.
· On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms

Proposal 6: There are M2=3 streams in UL traffic model of AR, where
· One stream for UL pose/control, 
· The model for UL pose/control of VR/CG can be reused.
· Two streams for UL video to model I-stream and P-stream separately,
· The multi-stream model for DL video of VR/AR/CG can be reused.
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