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 Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK1]In this contribution, we discuss potential PUSCH/PDSCH enhancement, time line related aspects adapted to each of the new numerologies 480kHz and 960kHz, reference signals, scheduling particularly w.r.t. multi-PDSCH/PUSCH with a single DCI, HARQ, etc.
[bookmark: _Toc28873153] Discussion 
Multi-PDSCH/PUSCH scheduling 
As we known multi-PDSCH/PUSCH scheduling can release the PDCCH monitoring burden, therefore it can be used for the case where slot-group level PDCCH monitoring occasions are configured. In NR-U, multiple PUSCH scheduling has been specified in Rel-16, and a single DCI can schedule multiple consecutive PUSCH transmissions. This scheme can be reused for high frequency and each UE can be scheduled with multiple PDSCHs/PUSCHs in the consecutive slots.
According to the agreement of last meeting, for multi-PUSCH scheduling DCI design, same DCI bit field design as NR-U can be considered except the enhancement of the following bit fields in addition to Rel-16 multi-PUSCH scheduling. 
· CBGTI
Agreement:
· For the multi-PUSCH scheduling in Rel-17, study the enhancement of the following in addition to Rel-16 multi-PUSCH scheduling.
· CBGTI: Whether or not CBG (re)transmission is supported when more than one PUSCHs are scheduled (Already supported when only one PUSCH is scheduled).
Firstly, for CBG based re-transmission it should be supported as it is quite useful when some CBGs suffer from burst interference in unlicensed band. Besides, the following options can be considered for the CBGTI field in the DCI design, and one can be selected as discussed in Rel-16 multi-PUSCH scheduling from signalling overhead and scheduling flexibility consideration.
· Option 1: per re-transmitted PUSCH 
· FFS: limitations on number of re-transmitted PUSCH for which CBGTI field is signalled
· Option 2: per PUSCH
· Option 3: only for a fixed number of PUSCHs

For option 1, the signalling overhead reduction can be achieved if only the CBGTI for the re-transmission TB is included in the DCI and the new TB does not need CBGTI in the DCI, and according to the NDI, UE will know whether the CBGTI for this PUSCH is included in the DCI or not, and the scheduling flexibility can be improved. For option 2, the signalling overhead will be very large as more PUSCH are scheduled. And for option 3, there will be some restrictions since only the re-transmission PUSCH need the CBGTI and the initial PUSCH transmission does not need the CBGTI.
Proposal 1: The CBG (re)transmission should be supported when more than one PUSCHs are scheduled and the CBGTI field should be per re-transmitted PUSCH in the multiple PUSCHs scheduling DCI.
· CSI-request
For CSI request, the issue is whether to apply same or different rule compared to Rel-16 (e.g., the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline).
We think at least for unlicensed band the same scheme as Rel-16 should be supported, i.e., when a DCI schedules M PUSCHs, the PUSCH that carries the AP-CSI feedback is M-th scheduled PUSCH for M <= 2, or (M-1)-th scheduled PUSCH for M > 2. Other enhancement such as the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline is not needed as the timing of the triggered CSI-RS and the PUSCH carrying the CSI feedback meets the multiplexing timeline as data. And the multiplexing timeline can be solved by scheduling implement.
Proposal 2: For CSI request, the same design as in Rel-16 NRU can be considered for above 52.6GHz at least for unlicensed band. 
· TDRA
For TDRA design, three alternatives were discussed in the last meeting. And one should be selected for multiple PUSCHs scheduling design.
· TDRA: Down-select among
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 2: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (that can be non-continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 3: TDRA table is extended such that each row indicates up to 8 multiple PUSCH groups (that can be non-continuous between PUSCH groups). Each PUSCH group has a separate SLIV, mapping type and number of slots/PUSCHs N. Within each PUSCH group, N PUSCHs occupy the same OFDM symbols indicated by the SLIV and mapping type. The number of scheduled PUSCHs is the sum of number of PUSCHs in all PUSCH groups in the row of the TDRA table signalled in DCI.
In Rel-16 multi-PUSCH scheduling, Alt1 was adopted. That means each row of the PUSCH time domain resource allocation table can contain single k2 and multiple mapping types and SLIVs. And the single k2 is applied to the first scheduled PUSCH, and the multiple mapping types and SLIVs are one-to-one corresponding to the multiple scheduled PUSCHs, and the number of scheduled PUSCHs can be implicitly obtained by the number of the mapping types and SLIVs. The difference between Alt1 and Alt2 is whether the scheduled PUSCHs is continuous in time-domain. If the scheduled PUSCH are non-continuous in time-domain, then the band may be lost for UE as if the gap between the PUSCH larger than 16us LBT should be performed in the unlicensed band. Therefore, Alt1 is better for TDRA design in the multiple PUSCH/PDSCH scheduling. Therefore, Alt1 continuous PUSCH in time-domain like NRU should be supported.
For Alt3, the pros is that it can reduce the RRC signalling overhead, but the flexibility of the scheduled PUSCH transmission is constrained as the SLIVs and mapping type is the same within each PUSCH group.
Proposal 3: The TDRA design can follow the principle of R16 NRU multi-PUSCH scheduling, that is Alt1 multiple consecutive PDSCHs/PUSCHs scheduling should be adopted.
HARQ-ACK codebook
Dynamic HARQ-ACK codebook
Dynamic HARQ codebook has the benefit of significant HARQ-ACK feedback overhead reduction because only the actual scheduled PDSCHs need to be acknowledged. And the codebook size and the codebook content is generated dynamically according to the scheduled PDSCHs within the HARQ feedback window. For one DCI schedule one PDSCH, UE at most feedback two bits HARQ-ACK for two codewords.
For DCI that can schedule multiple PDSCHs, multiple bits HARQ-ACK should be feedback in one PUCCH occasion. And if misdetection one of the multi-PDSCH grants, UE cannot know how much NACK bits information should be padded in the HARQ-ACK codebook. Then there will be some misunderstanding for the size of the HARQ-ACK codebook. Till now, below agreements about type-2 HARQ-ACK codebook were reached in the last meeting.
Agreement:
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following Alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback
In the following, we discuss the three alternatives for DAI counting one by one.
· Alt 1: C-DAI/T-DAI is counted per DCI.
In this case, the C-DAI/T-DAI is still counted per DCI, and no matter how many PDSCH that the DCI scheduled, the DAI value is counted once for one DCI as illustrated in Figure 1. And in this case, the dynamic HARQ-ACK codebook generation can be one of the Alt1-1 or  Alt1-2 as shown below. 


Figure 1: C-DAI/T-DAI is counted per DCI for multi-PDSCH grant
· Alt1-1: 
Time domain bundling of HARQ-ACK feedback for the scheduled multiple PDSCH is used. And the time bundling window can be consecutive M PDSCH of the scheduled PDSCH. And only one HARQ-ACK bit is feedback for the M PDSCH that is if M=scheduled PDSCH by the DCI, then only one HARQ-ACK bit is feedback corresponding to one DCI. However, if one of the M PDSCH is mis-detected, then NACK should be feedback for the M PDSCH, then PDSCH retransmission probability will be rapidly increased and the system performance will be decreased.
· Alt1-2:  
The size of the HARQ-ACK codebook depends on the maximum number of PDSCHs that the DCI can schedule, and the size of the HARQ-ACK codebook equals to DAI*K, K= maximum number of PDSCHs that the DCI can schedule. That is for one DAI or one DCI, UE will feedback K bits ACK/NACK. Once the maximum number of PDSCHs that the DCI can schedule is determine, then the ACK/NACK bit number for one DCI will be fixed. And if the number of scheduled PDSCH for one DCI is smaller than the maximum number of PDSCHs that the DCI can schedule, or mis-detect one of the multi-PDSCH grants, then NACK will be padded to the HARQ-ACK codebook.
Compared with Alt1-1, the problem of the misunderstanding can also be resolved. But the HARQ-ACK feedback overhead is larger.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
For this Alt 2,  each scheduled PDSCH of the multi-PDSCH has one C-DAI/T-DAI indication, and virtual DCIs for multi-PDSCH grant are needed to be introduced, but the HARQ-ACK codebook generation process can be consisted with that of one PDCCH scheduling one PDSCH. That is one PDSCH corresponding to one bit HARQ-ACK and DAI. And if the multi-PDSCH grant is mis-detected, according to the value of C-DAI/T-DAI, UE will know how much NACK it should be padded.  However, the DAI bit number in the DCI may need to increase as the number of scheduled PDSCH for 960kHz increase.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …). 
For this Alt3, assume 8 PDSCHs are scheduled by the first DCI as illustrated in Figure 2 and the DAI bit number is still 2, then the DAI count per 2 scheduled PDSCHs, and the DAI count 4 times. And in the second DCI for the next time scheduling, the DAI will count from 00.


Figure 2: C-DAI/T-DAI is counted per M scheduled PDSCH(s) for multi-PDSCH grant
For this Alt 3, the HARQ-ACK codebook can also be constructed through one of the methods below:
Method 1: time bundling is adopted for the HARQ-ACK feedback and per consecutive scheduled M PDSCH(s) is a feedback window. And one bit HARQ-ACK is feedback for per M scheduled PDSCH(s). 
Method 2: for each PDSCH in the M scheduled PDSCH(s), UE feedback one bit HARQ-ACK, that is the size of HARQ-ACK codebook is DAI*M. If the multi-PDSCH grant misdetected, according to the value of C-DAI/T-DAI, UE will know how much M NACK it should be padded.
The difference between Method 1 and Method 2 is whether time bundling is used or not in the HARQ-ACK feedback for the M scheduled PDSCH(s). If time bundling is used, then the HARQ-ACK codebook size can be reduced, but the PDSCH retransmission will increase with the increase of M. Therefore, M should be carefully estimated.
From the above discussion, we can see each alternative has cons and pros. Considering the PDSCH transmission efficiency, time domain bundling of HARQ-ACK feedback should not be applied. And considering the influence on the HARQ-ACK codebook generation process, Alt 2: C-DAI/T-DAI is counted per PDSCH can be considered. 
Observation 1: 
· Time domain bundling of HARQ-ACK feedback can be used in Alt1 and Alt3 for HARQ-ACK feedback overhead reduction, but it may lead to more PDSCH re-transmission.
· Alt2 needs to increase DAI bits in the DCI, but the HARQ-ACK codebook generation process can be consistent with that of one PDCCH scheduling one PDSCH.
Proposal 4: Considering the effect on the HARQ-ACK codebook generation process, Alt 2: C-DAI/T-DAI is counted per PDSCH can be selected.
Enhanced dynamic HARQ-ACK codebook 
In Rel-16 NR-U, enhanced dynamic HARQ-ACK codebook was introduced. gNB can request HARQ-ACK feedback for one or more PDSCH groups in the DCI scheduling the PDSCH. In addition, HARQ-ACK feedback for all PDSCHs in the same PDSCH group is allowed to be carried in the same PUCCH.  For 52.6GHz-71GHz frequency in unlicensed band, the enhanced dynamic HARQ-ACK codebook can also be supported for more transmission opportunity provided for HARQ-ACK feedback. However, as multi-PDSCH scheduling is introduced, further discussion on how to construct HARQ-ACK codebook should be specified as dynamic HARQ-ACK codebook.
For each PDSCH group, the C-DAI/T-DAI count method should be the same as dynamic HARQ-ACK codebook in section 2.1.1. Besides other aspects such as how gNB triggers or indicates the UE to feedback the HARQ-ACK information for these scheduled PDSCH(s) should be specified. For example, the determination of the PDSCH group index of each scheduled PDSCH, the interpretation of the k1 value for HARQ-ACK feedback for each PDSCH group, and how to design the indication of NFI/T-DAI should be specified. 
Besides, considering the HARQ-ACK feedback delay, the scheduled multiple PDSCHs for one DCI can be divided into different PDSCH group, and the first transmitted PDSCH group can firstly feedback HARQ-ACK in one PUCCH, and the later transmitted PDSCH belong to the second PDSCH group can be corresponding to a later feedback HARQ-ACK in the other PUCCH.
Observation 2: HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s) considering HARQ-ACK feedback delay.
Proposal 5: Further enhancement on enhanced dynamic HARQ-ACK codebook construction should be considered.
 Timing related
 N1/N2/N3 
In the WID, time line related aspects adapted to 480kHz and 960kHz, e.g., BWP and beam switching timing, HARQ timing, UE processing, preparation and computation timelines for PDSCH, PUSCH/SRS and CSI respectively should be specified. For the determination of UE processing time for higher frequencies, existing processing time determination methods until Rel-15/16 can be the baseline. In Rel-15/16 NR, the timeline related aspects are defined based on numerology (e.g., SCS). However, the timeline restriction cannot be simply scaled with numerology as the UE processing capability cannot directly scale with the symbol length. For example, UE PDSCH processing time N1 based on µ of table 5.3-1 and table 5.3-2 in TS 38.214 [9] for UE processing capability 1 and 2 respectively does not scale with µ directly. 
Therefore, considering that slot/symbol length is shortened as SCS increases, slot (or symbol)-group level processing instead of every slot (or symbol) processing could be beneficial to simplify UE implementation. So a new UE capability should be defined based on slot (or symbol)-group, and the granularity can be slot(or symbol)-group. 
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1 [9]
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



Table 5.3-2: PDSCH processing time for PDSCH processing capability 2 [9]
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB

	0
	3

	1
	4.5

	2
	9 for frequency range 1



Proposal 6: For above 52.6GHz, a new UE capability for timeline related aspects should be defined based on slot (or symbol)-group granularity.
In high frequency such as 60GHz, the phase noise shows significantly impact on signals decoding, especially for high modulation order. Therefore, the phase noise estimation and compensation time should also be integrated in the PDSCH decoding time. Furthermore, if ICI compensation is performed, which has even more complexity compared with CPE compensation, it may require additional decoding time. Considering that PTRS would always be configured if phase noise impact cannot be ignored, it might be a feasible solution to define a separate PDSCH decoding capability when PTRS is configured.
Proposal 7: Consider the phase noise estimation and compensation time on timeline design when PTRS is configured.

 K0/k1/k2
For PUSCH/PDSCH scheduling and HARQ feedback timing indication, multiple timing parameters were defined in Rel-15, such as k0(the slot offset between DL allocation and PDSCH reception), k1(the slot offset between PDSCH reception and corresponding HARQ-ACK feedback), and k2(the slot offset between UL grant and corresponding PUSCH transmission). In the last meeting, below agreement has been reached for HARQ-ACK feedback timing for the multi-PDSCH scheduling. That is k1 indicates the gap between the last slot of the multi-PDSCH and the slot carrying the HARQ information feedback corresponding to the multi-PDSCH. Besides, for multi-PDSCH scheduling with a single DCI for 120kHz, 480kHz and 960kHz, k0 indicates the gap between the slot of the scheduling DCI and the first slot of the multi-PDSCH scheduled by the DCI as  for multi-PUSCH scheduling and k2 indicates the gap between the slot of the scheduling DCI and the first slot of the multi-PUSCH scheduled by the DCI. 
Agreement:
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)
And in the existing NR specifications, all of these parameters are defined per slot basis, considering that slot/symbol length is shortened as SCS increases, some further enhancement should be considered for indication k0/k1/k2 for high frequency. For example, below three methods can be considered. 
Method 1: slot-group level unit can be defined for the value of k0, k1 and k2, that is the value indicated in the DCI is not the slot offset but the slot group offset. One slot group can include M slots.
Method 2: some new candidate values of  k0, k1 and k2 should be defined considering the UE processing capability.
Method 3:  the value range of k0, k1 and k2 is not changed and the unit is still the slot, but the actually used k0, k1 and k2 is an offset of the indicated value in the DCI, that is the applied value of k0/k1/k2 for PDSCH/PUSCH and/or the HARQ ACK feedback slot are equal to corresponding values indicated in the DL/UL grant plus an offset. And the offset value is associated with the reference SCS (e.g. 120kHz) and is different for different SCS.
Proposal 8: The following methods can be considered to interpret k0, k1 and k2, and we prefer Method 1.
· Method 1: slot-group level unit can be defined for the value of k0, k1 and k2, that is the value indicated in the DCI is not the slot offset but the slot group offset. One slot group can include M slots.
· Method 2: some new candidate values of k0, k1 and k2 should be defined considering the UE processing capability.
· Method 3:  the value range of k0, k1 and k2 is not changed and the unit is still the slot, but the actually used k0, k1 and k2 is an offset of the indicated value in the DCI, and the offset value is different for different SCS.
[bookmark: _Toc53775906] PTRS enhancement
 CP-OFDM
· ICI compensation
In above 52.6 GHz SI phase, it has been discussed that for high modulation order(64QAM) and lower subcarrier spacing(e.g. 120kHz, 480kHz), ICI compensation method, which is probably more complex and efficient compared with CPE compensation, could be utilized to mitigate the phase noise. 

There are 2 kinds of ICI compensation approach with  taps introduced in SI phase:
1) 
Direct De-ICI approach: This approach could be performed with Rel-15 legacy PTRS pattern, the ICI estimation equations are formulated by the distributed PTRS REs and the adjacent data REs, then the received signals will be directly filtered by the estimated filter coefficients.
2) 
ICI filter approximation approach: This approach relies on the consecutive PTRS structure of block PTRS, each  PTRS REs can be circularly used to formulate one ICI estimation equation, then the received signals will be filtered by the conjugate inverse of the estimated filter coefficients.
· Cyclic sequence 
A new PTRS pattern, block PTRS with cyclic sequence, was proposed by some companies in RAN1 104e-meeting. The definition of cyclic sequence for block PTRS is not the same for companies, so we summarize mainly 2 kinds of  cyclic sequence:
1) PN sequence with head circular part
It is mentioned that [9] there would be a CP before the base sequence. The optimum length of the CP can be chosen the highest as possible in order to allow the best data to pilot isolation. For a block of KP PT-RS symbols the optimum size of the CP is thus floor(KP/2). It is easily possible to extend the cyclic prefix by inserting P1 on the left side to reach an even number KP=2KΨ. The PT-RS block cyclic structure makes equation (1) a local circular convolution on any PT-RS block. It is then possible to work on a circulant square phase noise matrix of size KΨ.


P1
P1
P2
P3
P4
P5
P2
P3
P4
P5
copy the KΨ last PT-RS symbols at the beginning of the block
KΨ
KΨ
KP
data
data
PT-RS

Figure 3. Block PTRS with cyclic PN sequence[9]

2) ZC sequence with head and tail circular part
A new PTRS sequence[10] can be introduced to increase the performance of ICI estimation, which is composed of a base sequence and a circular sequence, as illustrated in Figure 4. The length of base sequence and circular sequence is decided by the number of significant ICI coefficients. The base sequence  has a constant modulus after IFFT operation to provide a better estimation on ICI coefficients. ZC sequence can be a candidate for the base sequence. The circular sequence includes the head circular part and the tail circular part, wherein the head circular part is composed of the tail of the base sequence, and the tail circular part is composed of the head of the base sequence. 

[image: ]
Figure 4. Block PTRS with cyclic ZC sequence[10]
[image: ]                [image: ]
(a) 64 PRBs, SCS = 120kHz                                        (b) 256 PRBs, SCS = 120kHz
[image: ]                [image: ]
(c) 64 PRBs, SCS = 480kHz                                        (d) 256 PRBs, SCS = 480kHz

Figure 5 Performance of cyclic sequence
As illustrated in Figure 5, for 120kHz and 480kHz SCS with MCS 22, 
1) Block PTRS with cyclic PN sequence shows similar performance with block PTRS with cyclic ZC sequence.
2) The performance of ICI compensation based on legacy PTRS is always better than block PTRS.
Observation 3: Block PTRS with cyclic sequence cannot provide performance gain compared with legacy PTRS.
· Power boosting
Power boosting for PTRS is introduced in Rel-15 to further improve the PN estimation accuracy. However, when ICI compensation is required to mitigate the severe phase noise impact in above 52.6GHz, some companies mentioned that power boosting may have limited benefit for legacy PTRS since the adjacent REs of PTRS are occupied by data. 
The formula for ICI estimation is shown in equation (1), and  is the subcarrier index of  PTRS,  is the received signal on subcarrier j,  is the ICI coefficient, and  is the transmitted signal at subcarrier . For distributed PTRS, only the middle column (with red color) in the left matrix are from PTRS with power boosting, and rest of the received signals are from data without power boosting[10]. The effect of power boosting for legacy PRTS to perform ICI estimation is quite limited.
                                    (2)

In the following, we provide the simulation results of block PTRS with 3dB power boosting to compare with legacy PTRS without power boosting.

[image: ]                [image: ]
(b) 64 PRBs, SCS = 120kHz                                        (b) 256 PRBs, SCS = 120kHz
[image: ]             [image: ]
(c) 64 PRBs, SCS = 480kHz                                        (d) 256 PRBs, SCS = 480kHz

Figure 6 Performance of power boosting
As shown in Figure 6, for 120kHz and 480kHz SCS with 64 PRBs and 256 PRBs, the PTRS overhead is kept the same for different PTRS patterns(K=2), although power boosting can provide 0.5dB to 1dB gain for block PTRS in some scenarios, the performance of legacy PTRS without power boosting is still better than block PTRS.
It seems that the PN estimation accuracy has already been achieved by a long PTRS sequence, power boosting for PTRS may not further improve the performance. Besides, considering that the total power of data and reference signals should be kept unchanged, the overall performance with power boosting is doubtful.
Observation 4: Block PTRS with power boosting cannot achieve better performance than legacy PTRS. 
Proposal 9: Reuse the Rel-15 legacy PTRS pattern for 52.6GHz~71GHz.
 DFT-s-OFDM 
Regarding the PTRS pattern for DFT-s-OFDM waveform, five different configurations can be chosen according to the allocated RB number as shown in Table 6.2.3.2-1[8]. 
[image: ]
In study item phase, it has been evaluated that DFT-s-OFDM is more robust than CP-OFDM waveform under phase noise, only for 120kHz SCS and 64QAM modulation order, there might be up to ~2dB performance loss compared to other larger SCS. Therefore, we evaluate the performance of PUSCH with DFT-s-OFDM with higher PTRS density to see if there is any need for PTRS enhancement with DFT-s-OFDM waveform.
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Figure 7 PTRS enhancement on DFT-s-OFDM
According to the BLER vs SNR curves as shown in Figure.7,  
· With MCS22 and 10ns delay spread, increasing the number of PTRS group to 16 can achieve up to 2dB performance gain @1% working point. 
· With larger code rate 3/4 and 5ns delay spread, increasing the number of PTRS group to 16 can achieve less than 2dB performance gain @1% working point. 
· With larger code rate 3/4 and 10ns delay spread, there is an error floor for PTRS group number equal to 8, increasing the number of PTRS group to 16 can alleviate the error floor and achieve 1% working point.
Nonetheless, the PTRS overhead is different in these curves, so we further compare the spectrum efficiency for the purpose of a relatively fair manner. It turns out that @10% working point SNR area, the spectrum efficiency of 16 PTRS groups is slightly lower than 8 PTRS groups. When it comes to  
Observation 5: Enhancement on PTRS density for DFT-s-OFDM waveform can bring benefit to performance of 120kHz SCS and 64QAM modulation.
 DMRS enhancement
 DMRS density
In above 52.6GHz SI phase, some companies studied and evaluated DMRS enhancement in frequency domain, i.e. extend the DMRS in every RE in order to perform channel estimation properly. The reason to raise this thought is that, in 60GHz with larger subcarrier spacing (e.g.960kHz), Rel-15 DMRS density may not be sufficient to reflect the frequency selection characteristics. In this chapter, it is investigated and evaluated whether enhancement on Rel-15 DMRS is needed or not.
[image: ]
Figure 8 Rel-15 DMRS Type 1 and new DMRS pattern
Consider 400MHz bandwidth with 480kHz and 960kHz SCS, 64QAM modulation order, the performance of Rel-15 DMRS Type 1 and new DMRS pattern with low and high delay spread are shown in Figure 8. In order to get rid of the impact of phase noise in high frequency, it is assumed ideal PN estimation and compensation in the evaluation of DMRS patterns.
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(a) TDL-A 5ns  480kHz                                                     (b) TDL-A 20ns 480kHz
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                    (c) TDL-A 5ns 960kHz                                                        (d) TDL-A 20ns 960kHz 

Figure 9 performance of Rel-15 DMRS Type 1 and new DMRS pattern
As illustrated in Figure 9, for 480kHz and 960kHz, new DMRS pattern with higher DMRS density and total power is slightly better (less than 0.5dB gain) than Rel-15 DMRS Type 1, both in low delay spread and high delay spread. However, when power boosting is performed based on legacy DMRS Type1 to achieve the same total power with new DMRS pattern, the performance of legacy DMRS pattern can have similar or better performance compared with new DMRS pattern. Considering the specification efforts, it seems to be more reasonable to reuse the Rel-15 DMRS patter for 52.6~71GHz.
Observation 6: With the same total RS power, Rel-15 DMRS Type 1 pattern and the new DMRS pattern that fully occupied in frequency domain show comparable performance.
Proposal 10: Reuse the Rel-15 legacy DMRS pattern for 52.6GHz~71GHz.
 DMRS ports
In TS 38.214, the following restriction is present that if PTRS is configured, the second half of the DMRS ports for PUSCH and PDSCH cannot be used. 
If a UE transmitting PUSCH is configured with the higher layer parameter phaseTrackingRS in DMRS-UplinkConfig, the UE may assume that the following configurations are not occurring simultaneously for the transmitted PUSCH
-	any DM-RS ports among 4-7 or 6-11 for DM-RS configurations type 1 and type 2, respectively are scheduled for the UE and PT-RS is transmitted from the UE.


In 60GHz, PTRS would be always configured for medium MCS and high MCS due to the phase noise. The original motivation of the restriction is to avoid the channel estimation deviation of the adjacent time domain symbols, however this will dramatically impact the multiplexing UE numbers in 60GHz, for example if PTRS is configured when MCS is lower or PTRS density is sparse, such restriction may not be necessary.
Proposal 11: Consider to relax the restriction on DMRS ports for PUSCH and PDSCH when PTRS is configured.
Instead, for other reference signals such as CSI-RS, may also suffer the impact of phase noise while there is no any restriction on the number of ports. Besides, for control signals, the impact of phase noise on number of DMRS ports might also need to be considered.
Proposal 12: Consider the impact of phase noise on port number of other reference signals and control signals. 

 Conclusion
In this contribution, we have discussed potential PUSCH/PDSCH enhancement, including HARQ-ACK transmission, HARQ-ACK codebook and multiple PXSCH scheduling, time line related aspects adapted to each of the new numerologies 480kHz and 960kHz, reference signals. Based on this, the following proposal are provided:
Observation 1: 
· Time domain bundling of HARQ-ACK feedback can be used in Alt1 and Alt3 for HARQ-ACK feedback overhead reduction, but it may lead to more PDSCH re-transmission.
· Alt2 needs to increase DAI bits in the DCI, but the HARQ-ACK codebook generation process can be consistent with that of one PDCCH scheduling one PDSCH.
Observation 2: HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s) considering HARQ-ACK feedback delay.
Observation 3: Block PTRS with cyclic sequence cannot provide performance gain compared with legacy PTRS.
Observation 4: Block PTRS with power boosting cannot achieve better performance than legacy PTRS. 
Observation 5: Rel-15 DMRS Type 1 pattern and the new DMRS pattern that fully occupied in frequency domain show comparable performance.
Proposal 1: The CBG (re)transmission should be supported when more than one PUSCHs are scheduledand the CBGTI field should be per re-transmitted PUSCH in the multiple PUSCHs scheduling.
Proposal 2: For CSI request, the same design as in Rel-16 NRU can be considered for above 52.6GHz at least for unlicensed band. 
Proposal 3: The TDRA design can follow the principle of R16 NRU multi-PUSCH scheduling, that is Alt1 multiple consecutive PDSCHs/PUSCHs scheduling should be adopted.
Proposal 4: Considering the effect on the HARQ-ACK codebook generation process, Alt 2: C-DAI/T-DAI is counted per PDSCH can be selected.
Proposal 5: Further enhancement on enhanced dynamic HARQ-ACK codebook construction should be considered.
Proposal 6: For above 52.6GHz, a new UE capability for timeline related aspects should be defined based on slot (or symbol)-group granularity.
Proposal 7: Consider the phase noise estimation and compensation time on timeline design when PTRS is configured.
Proposal 8: The following methods can be considered to interpret k0, k1 and k2, and we prefer Method 1.
· Method 1: slot-group level unit can be defined for the value of k0, k1 and k2, that is the value indicated in the DCI is not the slot offset but the slot group offset. One slot group can include M slots.
· Method 2: some new candidate values of  k0, k1 and k2 should be defined considering the UE processing capability.
· Method 3:  the value range of k0, k1 and k2 is not changed and the unit is still the slot, but the actually used k0, k1 and k2 is an offset of the indicated value in the DCI, and the offset value is different for different SCS.
[bookmark: _GoBack]Proposal 9: Reuse the Rel-15 legacy PTRS pattern for 52.6GHz~71GHz.
Proposal 10: Reuse the Rel-15 legacy DMRS pattern for 52.6GHz~71GHz.
Proposal 11: Consider to relax the restriction on DMRS ports for PUSCH and PDSCH when PTRS is configured.
Proposal 12: Consider the impact of phase noise on port number of other reference signals and control signals. 
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Appendix
A1. Link level simulation assumptions
Table A1-1 Link level simulation assumption
	Parameters
	Values or assumptions

	Carrier Frequency
	60GHz

	Waveform
	CP-OFDM

	System Bandwidth
	400MHz

	Subcarrier spacing
	120kHz/480kHz/960kHz

	CP type
	Normal CP

	Channel Model
	TDL-A 5ns

	PN model
	3GPP TR38.803 example 2

	DMRS Configuration
	2 DMRS symbols per slot at (2,11)

	PTRS Configuration
	(K = 2, L = 1)

	SLIV
	(S=0, L=14)

	Channel Estimation
	Realistic

	PN Estimation
	Realistic

	PN compensation
	CPE & ICI

	UE receiver
	MMSE-IRC

	BS antenna Array configuration
	2

	UE antenna Array configuration
	2
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Table 6.2. 3 .2 - 1 : PT - RS  group  pattern as a function of  scheduled bandwidth  

Scheduled bandwidth  Number of  PT - RS groups  Number of samples    per PT - RS group  

N RB0 



N RB   <  N RB1  2  2  

N RB1  



  N RB   <   N RB2  2  4  

N RB2  



  N RB   <   N RB3  4  2  

N RB3  



  N RB   <   N RB4  4  4  

N RB4  



  N RB  8  4  
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