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Introduction
Many aspects of traffic models for eXtended Reality (XR) and Cloud Gaming (CG) for RAN1 evaluation purpose have been agreed in RAN1#103-e and RAN1#104-e.  In particular, the statistical traffic model for a single UE for a single DL video stream in Figure 1 was adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 
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Figure 1. Statistical Traffic Model for DL video stream

In this paper, we discuss remaining open issues for traffic models for XR evaluation for RAN1 evaluation purpose.
Remaining Open Issues and Qualcomm’s View
In this section, we present our view on remaining open issues for XR traffic model highlighted in yellow. 
DL traffic model

RAN1 status 
	· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.



The below table captures statistics from SA4 trace files. 
Table 1. Statistics of SA4 trace files for 30Mbps
	
	VR2-4
(CBR, 8 slices/frame)
	VR2-1
(VBR8 slices/frame)
	VR2-5
(VBR, 1 slide/frame)
	Average

	Average 
packet size
	59721 Bytes

	59023 Bytes
	53576 Bytes
	

	STD
	1351 Bytes 
(2.3% of average)
	4501 Bytes
(7.6% of average)
	6766 Bytes
(12.6% of average)
	7.5% of average

	Max packet size
	63221 Bytes
(105.9% of average)
	62527 Bytes
(105.9% of average)
	103956 Bytes
(194% of average)
	135% of average

	Min packet size
	56082 Bytes
(93.4% of average)
	27321 Bytes
(46.3% of average)
	13105 Bytes
(24.5% of average)
	54.9% of average



Based on the above observation, we propose to adopt the average values for STD, max packet size, and min packet size. 
Proposal 1: Confirm the WA with the following parameter values for DL video streaming
· Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· 7.5% of Mean
· Max packet size
· 135% of Mean
· Min packet size
· 54.5% of Mean

RAN1 status 
	· Jitter for DL video stream for a single UE
· Per the agreed statistical traffic model, arrival time of packet k is k/X x 1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Working assumption) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e



The above values seem to be reasonable as initial values for evaluation.  
Proposal 2: Confirm the above jitter parameter values as baseline. In addition, companies can present evaluation results for other values.

UL traffic model

RAN1 status 
	· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS



Characteristics and requirements for AR2 in UL are summarized in Table 2 (S4aV200640). 
Table 2. Characters and requirements for AR2 in UL (S4aV200640)
	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms 100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational 100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms



Based on the above SA4 input, RAN1#104-e discussed the following options for how to model multiple streams for AR in UL. 
· Option 1: 1 stream (scene/video/data/audio)
· Option 2: 2 streams (pose/control + scene/video/data/ audio)
· Option 3: 3 streams (scene/video + audio/data + pose/control)
· Option 4: 3 streams (pose/control + I-frame of video + P-frame video)
· Option 5: 4 streams (pose/control + I-frame of video + P-frame video + audio)
Given that characteristics and requirements for 3/6DOF Pose stream are substantially different from those for the other streams, in particular, much tighter E2E latency requirement, 3/6DOF Pose stream should be separately modelled from the other streams to accurately evaluate XR performance over NR.  Then, the remaining question is how to model the other streams. In this regard, we evaluated the UL performance for different options. 

UL AR: Impact of modelling multiple flows for scene, video, data, and audio. 
We evaluated the uplink performance for the following two options of AR traffic model.
Option 1: Two flow model – Flow 1 corresponding to audio (1 Mbps, Periodicity 20 ms, PDB 60 ms) and Flow 2 corresponding to scene/video upload (20 Mbps, Periodicity 16.67 ms, PDB 60 ms), as shown below:
[image: ]
Figure 2. Two flow model for audio and scene/video

Option 2: Single flow model (21 Mbps, Periodicity 16.67 ms, PDB 60 ms), as shown below:
[image: ]
Figure 3. Single flow for audio and scene/video

The uplink performance was evaluated for the dense urban FR1 scenario as per agreed simulation assumptions. The DDDSU slot configuration was assumed for this study.
[bookmark: _Ref68532305]Table 3: UL AR Result: % of satisfied UEs
	# UEs/Cell 
	1
	2
	3
	4
	5
	6

	Option 1
(Two Flow Model)
	96.2
	91.9
	90.5
	87.9
	82.9
	76.2

	Option 2
(Single Flow Model)
	96.2
	91.0
	89.8
	86.7
	81.9
	74.9



Table 1 shows the percentage of satisfied UEs as a function of the number of UEs per cell. A UE is declared to be satisfied if at least 95% of its uplink packets can be delivered successfully within the PDB. It can be seen that the uplink AR performance results for the two-flow model are close to the corresponding results for the single-flow model. there is no difference between the two options in UL XR capacity. 
Based on the above discussion, we make the following proposal for AR traffic model in UL. 
Proposal 3: Evaluate two streams in UL for AR as follows. 
· Stream 1: pose/control (same as VR/CG)
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· Stream 2: aggregated stream for scene, video, data, and audio. 
· Traffic model is same as DL video stream, i.e.,
· Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· 7.5% of Mean
· Max packet size
· 135% of Mean
· Min packet size
· 54.5% of Mean

Per UE KPI

RAN1 status
	· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated.



As reliability requirement for XR, 10e-4 PER is commonly addressed, where PER is often measured over IP packets.  Given that RAN1 adopts a statistical traffic model where a group of IP packets belonging to a single video frame is modelled as a single ‘packet’. Depending on the bitrate evaluated, the single packet reflects tens of IP packets, e.g., 30-60 IP packets for 30-60 Mbps.  To implicitly evaluate 10e-4 PER (IP packet level) reliability target, 99% PER at video frame level according to the above traffic model might be a reasonable target.  Accordingly, we make the following proposal. 
Proposal 4: Adopt X = 99 except for the case when I-frames and P-frames are separately evaluated. 

Conclusion
In this paper, we have discussed remaining open issues for XR traffic models for RAN1 evaluation with following proposals.
Proposal 1: Adopt the following for DL video streaming
· Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· 7.5% of Mean
· Max packet size
· 135% of Mean
· Min packet size
· 54.5% of Mean

Proposal 2: Confirm the following WA. 
· Jitter for DL video stream for a single UE
· Per the agreed statistical traffic model, arrival time of packet k is k/X x 1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· J is drawn from a truncated Gaussian distribution:
· Mean: 0 ms
· STD: 2 ms
· Range: [4, 4] ms
· Other values can be optionally evaluated

Proposal 3: Evaluate two streams in UL for AR as follows. 
· Stream 1: pose/control (same as VR/CG)
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· Stream 2: aggregated stream for scene, video, data, and audio. 
· Traffic model is same as DL video stream, i.e.,
· Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· 7.5% of Mean
· Max packet size
· 135% of Mean
· Min packet size
· 54.5% of Mean
Proposal 4: Adopt X = 99 in the following except for the case when I-frames and P-frames are separately evaluated. 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed.
· Other values can be optionally evaluated.
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Flow 1: 1 Mbps, Periodicity 20 ms, PDB 60 ms
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Flow 2: 20 Mbps, Periodicity 16.67 ms, PDB 60 ms
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Single flow: 21 Mbps, Periodicity 16.67 ms, PDB 60 ms




