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1	Introduction
A new SI on XR evaluations for NR was approved at RAN#86 [1]. The objectives of this study item are as follows.
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs.

In this contribution, we discuss AR traffic modelling and requirements in uplink and share our view on remaining issues in XR traffic modelling.  
2	AR use cases
As the DL traffic models are relatively complete, we will discuss AR use cases to some detail. We start with a recap two AR use cases in the approved SID, which are considered to represent requirements in uplink video scene traffic.
2.1	AR1: “XR Distributed Computing” 
XR distributed computing is described in Section 6.2.5 in TR 26.928 [2]. Its main principle is split rendering that splits the workload for XR processing into workloads on XR server and XR device. 
For AR applications using this architecture, the tracking and sensor information sent by the XR device to the XR server may need to be more than pose information sent in VR1/VR2. For example, for AR applications, the XR device captures 2D video stream from a camera and sends the captured stream to the XR server. The XR server generates an AR scene and sends compressed media and metadata to the XR device. The 3D object or 2D video for the AR scene are encoded with 2D/3D media encoders, and the scene description or the metadata is generated. The XR device decodes the media, generates an AR scene, performs viewport rendering and displays the scene. 
2.1	AR2: “XR Conversational”
XR conversational is described in Section 6.2.8 in TR 26.928 [2]. XR conversational services are an extension to the current work on MTSI: Multimedia Telephony Service for IMS (IP-Multimedia Subsystem). The extension may include signalling, media, and metadata to enable VR/AR specific attributes, as well as a new network media processing interface to facilitate media processing. There are different media types, both for the environment and for the user avatars. A virtual environment can consist of a rendered environment, a 360 photo or video, or some hybrid. User avatars can be graphical avatars, video based, 3D video avatars, or rendered avatars. 
In a network-processing scenario, a simplified call session setup procedure is described in Section 6.2.8 in TR 26.928 as follows.
1) First a client initiates the call setup; 
2) Based on the call setup, the session control triggers network-based media processing, reserves resources in the network, including media processing resources; 
3) Session control forwards call setup to the second client; 
4) After call acceptance, both first and second client are connected to the network processor. 
5) [bookmark: _Toc61351299][bookmark: _Toc61454180]Session control instructs the network processor on the actual processing and the stream forwarding, i.e. which input streams go to which clients.
[bookmark: _Ref178064866]3	AR video scene traffic in uplink
The traffic characteristics are expected to be dependent on a specific use case and the functional split between the network server and the UE. Nevertheless, it is generally expected that there exist two different types of traffic. One is tracking and sensor information of motion and head position. The other one is media traffic such as video and audio. The first type of traffic is generally a few tens of bytes per packet without much variability in size. In contrast, the media traffic represented by video is very dependent on encoder configurations in an application, e.g., a target encoding rate, and target display capability such as the maximum supported resolution and refresh rate. 
[bookmark: _Toc43288355][bookmark: _Toc43289150][bookmark: _Toc43290817][bookmark: _Toc43375822][bookmark: _Toc43375842]3.1 AR traffic modelling


[bookmark: _Ref61268296][bookmark: _Ref61268291]Figure 1 AR1: XR distributed computing architecture [2]
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[bookmark: _Ref61268302]Figure 2 AR2: general architecture for XR conversational services [2] 
Compared to CG (Cloud gaming) and VR, AR can have more uplink traffic based on the architectures in Figure 1 and Figure 2. In AR1, the tracking and sensor information sent by the XR device to the XR server will also include captured 2D video stream from its built-in camera in order for a XR server to generate an AR scene based on the environment observed by a XR device. Then, the XR server sends compressed media and/or metadata back to the XR device which will decodes the media and generates an AR scene to perform viewport rendering and display the scene. This process involves much more uplink video traffic and less downlink traffic than CG and VR use cases. Nevertheless, average bit rate of uplink video traffic in this AR use case could be less than downlink video traffic of CG and VR use cases since the purpose of AR media traffic is mainly for object tracking/detection instead of delivering high-quality scenes to be displayed.  In AR2 use case, the architecture and expected RAN traffic are more complicated than AR1 since the second client (another AR device) is involved for a conversational service. A user capture client will record and process environment scenes and send those to a network media processing unit. This information will be downloaded into virtual scene rendering client. Therefore, compared to AR1, this use case is expected to have both downlink and uplink video traffic depending on the type of user client. In addition, the video traffic is for either 3D representation of virtual avatars, e.g., meta data only, or for real 3D holographical images, so that the range of expected average bit rate can be really wide. 
In RAN1#104-e, there were several agreements on downlink video traffic for AR as shown below. Since the purpose of AR video scene in uplink is also for object detection or tracking, the expected bit rate can be lower than downlink video traffic as we already discussed. However, it is not so obvious that AR uplink scene latency requirement is significantly lower than AR downlink if the purpose of AR is for delivering video images in conversation or for real-time object tracking in a network server. 
Agreements
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps (baseline),60 Mbps (optional)
· CG: 8, 30 Mbps (baseline), 45 Mbps @60fps (optional)
· Air interface PDB for DL video stream 
VR/AR: 10ms Other values, e.g., 5ms, 20 ms can be optionally evaluated. 

Based on this, we have the following observation and proposal for AR uplink requirements. 
[bookmark: _Toc68631137]The bit rates requirement of AR UL scene can be lower than VR/AR DL video while the latency requirement of it is similar as VR/AR DL video.
[bookmark: _Toc68558035][bookmark: _Toc68558078][bookmark: _Toc68558292][bookmark: _Toc68558315][bookmark: _Toc68596108][bookmark: _Toc68596160][bookmark: _Toc68596191][bookmark: _Toc68596606][bookmark: _Toc61515465][bookmark: _Hlk61812230][bookmark: _Toc68631139]The bit rates for AR UL scene can be the range of 2Mbps to 20Mbps and the latency requirement is similar as DL AR/VR video, i.e., 5ms to 20ms. 
3.2 Discussion on open issues in XR traffic modelling
Based on agreements in RAN1#104-e, there are several open issues to be discussed in RAN1#104bis-e. In this section, we want to share our view on the remaining open issues. 
Agreements
· Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e

The parameters for the packet size distribution include STD and the max/min value whose agreements are shown below. It was discussed that STD can be 15% of mean packet size and the maximum packet size is 150% of the mean packet size. To make the packet size distribution symmetric, it is reasonable to assume the minimum packet size of 50% of mean packet size. With a symmetric packet size distribution, the average bit rate will be the targeted one. 
In addition, the jitter parameters were also discussed, and proposals were 0ms, 2ms, ±4ms for mean, STD, range respectively. These values are reasonable to reflect the variance of arrival time due to transport network congestion and frame generation uncertainty. 
Therefore, we propose the following: 
[bookmark: _Toc68631140]The min value of packet size should be the 50% of mean packet size in order to make a symmetric distribution. STD and the max value of packet size are 15% and 150% of mean packet size, respectively. 
[bookmark: _Toc68631141]Confirm the proposed values for Mean, STD, range of the jitter distribution. 
In RAN1#104-e, further details of UE KPI and multiple stream modelling were also discussed with several open issues, and the following was agreed:
 Agreements
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95

The value X (%) of UE satisfaction in UE KPI was discussed and the values of 99 and 95 were proposed as examples. Considering that this is a frame-level reliability for video and scene traffic, this will potentially lead to a more stringent requirement to segmented IP packet in a radio network. From this perspective, we think up to 99% of frame reliability is sufficient from an evaluation perspective.  Based on this discussion, we propose
[bookmark: _Toc68631142]A UE is satisfied if more than 99% of packets are successfully received within a given air interface PDB.
On evaluation of multiple streams and flows, there were three different aspects under discussion including frame type, audio, and non-FoV. 
Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

First of all, modelling I-frame and P-frame separately for frame size or QoS requirement is not necessary due to the following reasons:
· The existing traffic model already generates frames of varying sizes, and it is assumed that the currently agreed variation in size is sufficient to capture a realistic variation in frame size generated by an actual encoder.
· Delivering I-frames and P-frames is considered equally important to avoid degraded quality of experience. In other words, the latency and reliability requirements are expected to be similar. A frame cannot be constructed if an earlier frame was lost, regardless of the type of frame.
Furthermore, regular I-frame generation may not be relevant for XR services where the need of I-frame is more unpredictable than traditional video services due to the dynamics of head and eye movements. Whether or not to use I-frame is also very dependent on the codec configurations. At the same time, applying different values for each frame type will require additional discussion of traffic distribution such as the portion of I-frame and its frequency of generation. 
Based on this discussion, we observe: 
[bookmark: _Toc68631138]Differentiating and evaluating I-frame and P-frame separately is not essential from a XR traffic characteristics and requirement perspective. 
Based on above observation, we propose: 
[bookmark: _Toc68631143]RAN1 should not model and evaluate I-frame and P-frame separately which will require introducing new traffic parameters. 
There was also another discussion for the possibility of considering voice stream and non-FoV aspect. It is our understanding that most of the existing codecs already support voice encoded into video frames. Assuming that this type of codec will be used for XR applications, XR will likely have one stream for video and audio. Since the typical packet size of voice is much smaller than the video frame size so that existing video traffic model can approximate the combined video and audio traffic. Therefore, we do not see any need to model video and audio separately, which would only increase evaluation complexity.
Similarly, FoV and non-FoV streams are expected to have different characteristics. However, this concept would be more appropriate to VR applications, which require wearing head mounted display to display entire 3D environment. This FoV may be less relevant to cloud gaming using smart phones or tablets and AR using smart glasses. Since the current RAN1 modelling is developing one general traffic model applicable to all XR use cases, consideration of FoV and non-FoV specific to one type of application is not so appropriate. At the same time, RAN1 already agrees the several options of bit rates which allow the evaluations of potential RAN impact mainly caused by different resolutions according to the FoV type. 
Based on the above discussion, we have the following proposal on evaluation of multiple streams. 
[bookmark: _Toc68631144]RAN1 should avoid including multiple streams caused by a frame type, voice traffic, and non-FoV which will increase traffic modelling complexity and evaluation options.
Conclusion
In the previous sections we made the following observations: 
Observation 1	The bit rates requirement of AR UL scene can be lower than VR/AR DL video while the latency requirement of it is similar as VR/AR DL video.
Observation 2	Differentiating and evaluating I-frame and P-frame separately is not essential from a XR traffic characteristics and requirement perspective.
Based on the discussion in the previous sections we propose the following:
Proposal 1	The bit rates for AR UL scene can be the range of 2Mbps to 20Mbps and the latency requirement is similar as DL AR/VR video, i.e., 5ms to 20ms.
Proposal 2	The min value of packet size should be the 50% of mean packet size in order to make a symmetric distribution. STD and the max value of packet size are 15% and 150% of mean packet size, respectively.
Proposal 3	Confirm the proposed values for Mean, STD, range of the jitter distribution.
Proposal 4	A UE is satisfied if more than 99% of packets are successfully received within a given air interface PDB.
Proposal 5	RAN1 should not model and evaluate I-frame and P-frame separately which will require introducing new traffic parameters.
Proposal 6	RAN1 should avoid including multiple streams caused by a frame type, voice traffic, and non-FoV which will increase traffic modelling complexity and evaluation options.
[bookmark: _In-sequence_SDU_delivery] References
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