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In [1], SA2 asked about the expected values of access-network packet delay budget (AN-PDB) and packet error rate (PER) in satellite access. In this contribution, we provide our views on the issue.
Discussion
SA2 sent the following LS to RAN1 and RAN2 [1]
SA2 has been discussing the QoS requirements when one of the RAT types for satellite access is used (NR(LEO), NR(MEO), NR(GEO), NR(OTHERSAT)). SA2 would like to highlight that the current 5QI Table 5.7.4-1 in TS 23.501 that contains the standardised 5QIs has the upper limit of AN-PDB set to 480 ms for GBR 5QIs and 280ms for non-GBR 5QIs. SA2 expectation is that when one or more of the RAT types for satellite access is used in some cases the AN-PDB could exceed these maximum values and therefore SA2 could need to define new 5QI values for certain services that will be operable over satellite access. 
Question 1: SA2 would like to ask RAN1, and RAN2 to indicate what is the expected “lower” and “higher” AN-PDB values when the different RAT types for satellite access is used? 
Related to above SA2 would also like to understand whether the expected PER limits (e.g. current upper bound of PER defined is 10-2) when the different RAT types for satellite access is used. 
Question 2: SA2 would like to ask RAN1, and RAN2 to indicate what is the expected upper bound of PER when the different RAT types for satellite access is used?

In summary, SA2 is discussing about the potential new 5QI values for satellite access since SA2 expected that when one or more of the RAT types for satellite access is used in some cases the AN-PDB could exceed the existing maximum values. Therefore, SA2 asked RAN1 and RAN2 about the expected “lower” and “higher” AN-PDB. In addition, SA2 asked RAN1 and RAN2 about the expected upper bound of PER. 
Expected “lower” and “higher” AN-PDB values
For data transmission in RRC connected mode, AN-PDB relates to the user plan latency as defined in [4], 
“The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.”
From RAN1 point of view, there are several factors that will have an impact on the overall packet latency. 
The first factor is that the propagation delay in the radio interface between gNB and UE. The propagation delays in terrestrial network are usually less than 1ms while the propagation delays in NTN are in the order of tens or hundreds of milliseconds depending the altitude of the satellites (or UAS platforms) as listed in Table 4.1-1 [2]. The Rel-17 NTN WI in RAN focuses on transparent LEO and GEO satellite with implicit compatibility to support HAPS (high altitude platform station) and ATG (air to ground) scenarios [3]. The overall propagation delay includes the delay from both feeder link and service link. The maximum and minimum round trip delay (RTD) for GEO and LEO (600km) are provided in Table 1. It is expected that for MEO and LEO with altitude larger than 600km, the maximum and minimum RTD are between the RTD values for GEO and LEO (600km). For HAPS and ATG scenarios, it is expected that the propagation delay is in the same order as the terrestrial network, e.g. around 3ms assuming 100km altitude.
Table 1 Maximum/minimum Round Trip Delay for GEO and LEO
	 
	GEO transparent
	LEO (600km) transparent

	Maximum Round Trip Delay (propagation delay only)
	541.46 ms
	25.77 ms

	Minimum Round Trip Delay (propagation delay only)
	477.48 ms
	8 ms


The second factor that needs to be considered is the processing delay at the physical layer. In NR, the PDSCH processing time for PDSCH processing capability 1 and PDSCH processing capability 2 have been specified in Table 5.3-1 and Table 5.3-2 in [5]. The PUSCH preparation time for PUSCH timing capability 1 and PUSCH timing capability 2 have been specified in Table 6.4-1 and Table 6.4-2 in [5]. It can be observed that the PDSCH and PUSCH processing time are different depending on the numerology and UE capability but they are less than 1ms.
The third factor that needs to be considered is the scheduling delay which includes the gNB scheduler delay, and the delay from PDCCH to PDSCH/PUSCH (K0/K2). The scheduler delay is implementation dependent, which is typically in the order of several ms. The minimum value of K0 and K2 is 0 and the maximum value of K0 and K2 is 32 in the number of slots. For 15 kHz SCS, the maximum value of K0 and K2 is 32ms. For 120 kHz SCS, the maximum value of K0 and K2 is 4ms. 
In case of TDD, there is some additional delay between packet arrival to an available transmission opportunity. As an example, a downlink packet may arrive at an UL slot but has to wait for a DL slot. This delay, referred to the frame alignment in [6], is dependent on the TDD periodicity and UL/DL configuration. This delay is also in the order of several ms. 
Besides, there might be some additional factors that needs to be considered such as HARQ retransmissions and the BLER target for each transmission. To simplify the analysis, these factors are not taken into account but some margin is added to the overall delay.
As an example, the maximum and minimum AN-PDB values for GEO and LEO are shown in Table 2.
Table 2 Maximum/minimum AN-PDB values for GEO and LEO
	 
	GEO transparent
	LEO (600km) transparent

	Maximum AN-PDB
	541.46 ms + 1ms + 5ms + 32ms + 5ms = 584.46 ms
	25.77 ms + 1ms + 5ms + 32ms + 5ms = 68.77 ms

	Minimum AN-PDB
	477.48 ms + 1ms + 5ms + 0ms + 5ms = 488 ms
	8 ms + 1ms + 5ms + 0ms + 5ms = 19 ms

	Note: the assumptions in the calculation are listed below
· PDSCH/PUSCH processing delay: 1ms
· gNB scheduler delay: 5ms
· PDCCH to PDSCH/PUSCH delay: 32ms (maximum), 0ms (minimum)
· Frame alignment: 5ms 


Proposal 1: From RAN1 perspective, the expected “lower” and “higher” AN-PDB values are 
· Around 500 ms and 600 ms when GEO is used
· Around 20 ms and 70 ms when LEO (600km) is used
Expected upper bound of PER
From RAN1 point of view, the PER relates to several factors such as the modulation and coding schemes (MCS), the number of HARQ retransmissions. The residual BLER for one transport block can be controlled by selecting the MCS and the number of HARQ retransmissions. Therefore, PER is not relevant to RAT types but rather the performance requirement of a certain traffic type. 
Proposal 2: From RAN1 perspective, the expected upper bound of PER is related to a certain traffic type and not relevant to RAT types for satellite access.  
Conclusions
In summary, we discuss some considerations on expected values of access-network packet delay budget (AN-PDB) and packet error rate (PER) in satellite access. The following proposals are made: 
Proposal 1: From RAN1 perspective, the expected “lower” and “higher” AN-PDB values are 
· Around 500 ms and 600 ms when GEO is used
· Around 20 ms and 70 ms when LEO (600km) is used
Proposal 2: From RAN1 perspective, the expected upper bound of PER is related to a certain traffic type and not relevant to RAT types for satellite access.  
References
[1] [bookmark: _Ref61425220]R1-2100014, AN-PDB and PER targets for satellite access, SA2.
[2] [bookmark: _Ref61425623]3GPP TR 38.821, Solutions for NR to support non-terrestrial networks (NTN)
[3] [bookmark: _Ref61426298]RP-202908, Solutions for NR to support non-terrestrial networks (NTN)
[4] [bookmark: _Ref61432576]3GPP TR 38.913, Study on Scenarios and Requirements for Next Generation Access Technologies
[5] [bookmark: _Ref61432583]3GPP TS 38.214, Physical layer procedures for data
[6] [bookmark: _Ref61446093]3GPP TR 36.912, Feasibility study for Further Advancements for E-UTRA (LTE-Advanced)
