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1. Introduction
In the LS from SA2 in S2-2009227, 4 newly proposed 5QIs  are included, and SA2 asks RAN1 which of these proposed new standardised 5QIs can be supported by NG-RAN. We review the current status in RAN1 and suggest RAN1 provides answer to SA2 after relevant study is conducted in RAN1 concerning the raised question.  
2. Discussion
In the SA2’s LS (S2-2009227), the 4 newly proposed 5QIs (New Value #1, 2, 3 and 4) are shown in Table 1 below. 
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	1

	
GBR
(NOTE 1)
	20
	100 ms
(NOTE 11,
NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	
	40
	150 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages (see TS 23.287 [121]).
Electricity distribution – medium voltage, Process automation monitoring

	4

	
	50
	300 ms
(NOTE 11,
NOTE 13)
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 9,
NOTE 12)
	
	7
	75 ms
(NOTE 7, NOTE 8)
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 12)

	
	
20
	100 ms
(NOTE 10,
NOTE 13)
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67
(NOTE 12)

	
	15
	100 ms
(NOTE 10,
NOTE 13)
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
(NOTE 14)
	
	
	
	
	
	
	

	71
	
	56
	150 ms (NOTE 11, NOTE 13, NOTE 15)
	10-6
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	72
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	73
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	74
	
	56
	500 ms (NOTE 11, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	76
	
	56
	500 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	New Value#1
	
	25
	5ms
	10-3
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])

	New Value#2
	
	25
	10ms
	10-3
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])

	5
	Non-GBR
	10
	100 ms
NOTE 10,
NOTE 13)
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
(NOTE 10,
NOTE 13)
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
(NOTE 10,
NOTE 13)
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
(NOTE 13)
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69
(NOTE 9, NOTE 12)
	
	5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 12)

	
	55
	200 ms
(NOTE 7,
NOTE 10)
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)

	79
	
	65
	50 ms
(NOTE 10,
NOTE 13)
	10-2
	N/A
	N/A
	V2X messages (see TS 23.287 [121])

	80
	
	68
	10 ms
(NOTE 5,
NOTE 10)
	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1354 bytes
(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2]);
V2X messages (UE - RSU Platooning, Advanced Driving: Cooperative Lane Change with low LoA. See TS 22.186 [111], TS 23.287 [121])

	84
	
	24
	30 ms
(NOTE 6)
	10-5
	1354 bytes
(NOTE 3)
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms
(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2]).
V2X messages (Remote Driving. See TS 22.186 [111], NOTE 16, see TS 23.287 [121])

	86
	
	18
	5 ms
(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186 [111], TS 23.287 [121])

	New Value#3
	
	25
	5ms
(NOTE 17)
	10-4
	300 bytes
(NOTE 19)
	2000 ms
	Interactive Service -Motion tracking data, (see TS 22.261 [2])

	New
Value#4
	
	25
	10ms
(NOTE 18)
	10-4
	600 bytes
(NOTE 19)
	2000 ms
	Interactive Service -Motion tracking data, (see TS 22.261 [2])

	NOTE 1:	A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.
NOTE 2:	It is required that default MDBV is supported by a PLMN supporting the related 5QIs.
NOTE 3:	The Maximum Transfer Unit (MTU) size considerations in clause 9.3 and Annex C of TS 23.060 [56] are also applicable. IP fragmentation may have impacts to CN PDB, and details are provided in clause 5.6.10.
NOTE 4:	A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 5:	A static value for the CN PDB of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 6:	A static value for the CN PDB of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 7:	For Mission Critical services, it may be assumed that the UPF terminating N6 is located "close" to the 5G_AN (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence a static value for the CN PDBof 10 ms for the delay between a UPF terminating N6 and a 5G_AN should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.
NOTE 8:	In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.
NOTE 9:	It is expected that 5QI-65 and 5QI-69 are used together to provide Mission Critical Push to Talk service (e.g., 5QI-5 is not used for signalling). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.
NOTE 10:	In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 11:	In RRC Idle mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 12:	This 5QI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this 5QI value.
NOTE 13:	A static value for the CN PDB of 20 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.
NOTE 14:	This 5QI is not supported in this Release of the specification as it is only used for transmission of V2X messages over MBMS bearers as defined in TS 23.285 [72] but the value is reserved for future use.
NOTE 15:	For "live" uplink streaming (see TS 26.238 [76]), guidelines for PDB values of the different 5QIs correspond to the latency configurations defined in TR 26.939 [77]. In order to support higher latency reliable streaming services (above 500ms PDB), if different PDB and PER combinations are needed these configurations will have to use non-standardised 5QIs.
NOTE 16:	These services are expected to need much larger MDBV values to be signalled to the RAN. Support for such larger MDBV values with low latency and high reliability is likely to require a suitable RAN configuration, for which, the simulation scenarios in TR 38.824 [112] may contain some guidance.
NOTE 17: For interactive service with cloud/edge/split rendering, this 5QI is defined for motion tracking and sensor data.  New value#3 can be together with New value#1 to support total UL+DL latency within 10ms.  A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 18: For interactive service with cloud/edge/split rendering, this 5QI is defined for motion tracking and sensor data.  New value#4 can be together with New value#2 to support total UL+DL latency within 20ms. A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 19: MDBV is calculated with 0.6Mbps service bit rate and corresponding 5G-AN PDB for motion tracking data as default values for New value#3 and #4.  MDBV value for interactive services may be a range and other values can be signaled to the RAN according to service bit rate needed. 



First of all, the study on XR has just started in RAN1 and only email discussions were conducted during the first RAN1 meeting treating Rel-17 XR study (RAN1 #103-e, October-November 2020). RAN1 is waiting for important inputs from SA4 on use cases and traffic modelling recommendations. In the SID of Rel-17, VR1, VR2, AR1, AR2 and cloud gaming are included, the desired throughput, reliability, and latency requirement for each use case needs to be first communicated by SA4 and carefully evaluated by RAN1, before RAN1 is in a position to provide assess on the feasibility on the parameters in 5QIs. 

Relevant to answering questions in the LS from SA2, RAN1 has reviewed previous evaluations concerning AR/VR and industry IoT use cases in Rel-16, where the representative uses cases are captured in the summary table from TR 38.824 which is included below. Inspecting the Rel-16 URLLC evaluations reveals only a subset of the representative use cases from the table were evaluated during the Rel-16 study item stage.

Table A.2-1: Representative use cases for Rel-16 NR URLLC evaluation
	Use case
	Reliability (%)
	Latency 
	Data packet size and traffic model
	Description

	Power distribution

	99.9999
	5 ms (end to end latency)
Note: 2-3 ms air interface latency 
	DL & UL:
100 bytes 
ftp model 3 with arrival interval 100 ms
	Power distribution grid fault and outage management 
(TR 22.804:5.6.4)

	
	99.999 
	15 ms (end to end latency)
Note: 6-7 ms air interface latency
	DL & UL:
250 bytes 
Periodic and deterministic with arrival interval 0.833 ms
Random offset between UEs 
	Differential protection
(TR 22.804:5.6.6)

	Factory automation

	99.9999
	2 ms (end to end latency)
Note: 1 ms air interface latency 
	DL & UL:
32 bytes
Periodic deterministic traffic model with data arrival interval 2 ms
	Motion control

	Rel-15 enabled use case (e.g. AR/VR) 
	99.999 
	1 ms (air interface delay) for 32 bytes
1 ms and 4 ms (air interface delay) for 200 bytes 
	DL & UL:
32 and 200 bytes 
FTP model 3 or periodic with different arrival rates
	

	
	99.9
	7 ms (air interface delay)
	DL & UL:
4096 and 10 K bytes
FTP model 3 or periodic with different arrival rates
	

	Transport Industry

	99.999
	5 ms (end to end latency)
Note: 3 ms air interface latency 
	UL: 
2.5 Mpbs; Packet size 5220 bytes
DL: 
1Mbps; Packet size 2083 bytes
Note: Data arrival rate 60 packets per second for periodic traffic model
	Remote driving 
(TS 22.186: 5.5)

	
	99.999
	10 ms (end to end latency)
Note: 7ms air interface latency
	UL&DL: 
1.1 Mbps; Packet size 1370 bytes 
Note: Data arrival rate 100 packets per second for periodic traffic model
	Intelligent transport system (ITS)
(TS 23.501, TS 22.261)



Specifically to AR/VR, the Rel-16 RAN1 evaluations were either for a use case with PER at 1e-5 with very small packet sizes (32 and 200 bytes) with 1 millisecond for air interface delay, or for an AR/VR use case with  PER at 1e-3, packet size at 4096 bytes up to 120 frames per second, 7 milliseconds for air interface delay, that translates into about 0.5 Mbytes/second for throughput, which is far less than the video stream throughput expected for XR.  We observe:
New value #1/New value #2 which requires PER at 1e-3 are likely to be associated with much larger packet sizes than 32/200/4096 bytes, and they are not addressed by existing RAN1 evaluations.
Similarly, for New value #3/New value #4, as they are supposed to use in conjunction with New value #1/New value #2, there is no evaluation which can be readily used to support specifying them at this time. 
Considering the current status in XR study and previous evaluations, we have 
Conclusion: Existing RAN1 evaluations, including those on AR/VR, power distribution and factory automation do not cover the traffic profiles suggested by the newly proposed 5QIs. For Rel-17, RAN1 is still waiting for important inputs from SA4 to start evaluation on the use cases included in the SID, i.e. VR1, VR2, AR1, AR2 and cloud gaming.
It is also noted that new values in the S2 LS are motivated by the split rendering use case (VR2), RAN1 would like to appreciate SA2 discussion on the newly proposed 5QIs will address the use cases from SA4 SID of 5G XR. 
RAN1 has noted the definition of “latency” can be different in RAN1, SA1, SA2, SA4. It would be greatly appreciated that the definition of “latency” be clarified in SA2 study to facilitate inter-working group discussions. 

3. Draft reply LS answers
Answer to Q1): Existing RAN1 evaluations, including those on AR/VR, power distribution and factory automation do not cover the traffic profiles suggested by the newly proposed 5QIs. For Rel-17, RAN1 is still waiting for important inputs from SA4 to start evaluation on the use cases included in the Rel-17 XR SID, i.e. VR1, VR2, AR1, AR2 and cloud gaming. RAN1 respectfully inform SA2 that RAN1 will communicate the study outcome on VR1, VR2, AR1, AR2 and cloud gaming to SA2 in due course. 
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