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1 Introduction
The following objective is included in the study item description [1] of Release 17 XR evaluation for NR:
	The objective of this study item are as follows:

· Confirm XR and Cloud Gaming applications of interest

· Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.

· Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

· Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 


In this contribution, we provide our considerations on XR traffic model. 
2 Discussion
In [1], it was noted that traffic model for the performance evaluation shall be based on the standardization in SA WG4
2.1 SA4 traffic model

SA4 has discussed on the traffic characteristics of XR services [2]. Two different ways are proposed by SA4 to describe the traffic characteristics: high-level parameters and IP packet traces. 

Although SA4 thinks that high-level parameters (bitrates, frame rate, etc.) can be used as guidance for RAN1 simulations and where the trace-based approach is not utilized, unless some more detailed information e.g. the distribution of packet size and packet inter-arrival time, can be provided, RAN1 may not be able to generate correct XR traffics for evaluation.

On the other hand, the trace based traffic model can be useful, but it may not be flexible enough to be used in the physical layer system evaluation. Assuming 21 cells warp around with 10 UEs in each cell, the number of traces would be much smaller than the number of UEs drooped in the area. Duplicate traces would be used by different UEs in the evaluation. In addition, UEs would be dropped multiple times to evaluate the overall performance of the system. It should be clarified whether all the UE could start from the 1st packet in the trace, or a randomized starting packet should be assumed. Even if randomization on the starting packet is used, it is not clear whether there is enough randomization on packet generation using the trace file. 

A compromised solution could be as following:

1.  Get packet size distribution and packet inter-arrival time distribution from the packet trace data provided by SA4;

2.  Randomly generate the UE traffic using the packet size distribution and packet inter-arrival time distribution in physical layer simulation;
By this way, the packet generation from the trace file can be generalized and potential biased use of the trace can be avoided.

Proposal 1: Use the packet size distribution and packet inter-arrival time distribution achieved from SA4 trace data to randomly generate UE traffic in RAN1 evaluations.
2.2 XR traffic characteristics
Here some considerations on XR traffic characteristics are given.
VR & AR
In [3] the traffic characteristics of VR and AR services has been discussed and are summarized in table I. 
Table I Traffic characteristics of XR services [2]

	 Architecture
	DL Rate range
	UL Rate range
	DL PDB
	UL PDB
	RTT 
	DL PER range
	UL PER range
	Traffic periodicity range
	Traffic file size distribution

	Viewport dependent streaming 
	25 MBPs
	More frequent HTTP requests every 100ms. TCP handshake
	See adaptive streaming
	See adaptive streaming
	See adaptive streaming and TCP equation
	10e-6
	10e-6
	Almost constant
	 Almost constant

	Raster-based Split Rendering with Pose Correction
	100 Mbit/s
	500 kbit/s
	20ms
	10ms
	50ms
	FFS
	FFS
	Almost constant
	FFS

	XR Distributed Computing
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS

	XR Conversational
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS
	FFS


It can be seen that the traffic characteristic of VR1 service is similar as adaptive streaming. Suitable 5QI values can be defined for adaptive streaming over HTTP [3], which may not be a big challenge for 5G network. The traffic characteristics of VR2 (Raster-based split rendering with pose correction) requires relatively high DL throughput with tight round trip time requirements. 

For VR2, the downlink traffic is delivered from XR server to the XR client, and the uplink traffic is from XR client to the XR server. The downlink traffic includes both video and audio content, and the traffic volume of video content would be dominant. Periodic traffic can be assumed for 2D video flow, and the exact period can be determined by the frame rate of the video. A small randomization on the arrival time of the DL traffic can be further designed to reflect the delay jitter of the network, i.e. from XR server to the base station. As shown in Table I, the downlink data throughput is assume to be 100Mbps. The distribution of the data packet size in each period can be for further study.  

The uplink traffic of VR2 includes tracking and sensor information from the XR device. As shown in Table I, the UL throughput is 0.5Mbps. For simplicity, periodic traffic with constant packet size can be assumed.

Proposal 1: Periodic traffic can be assumed for the DL and UL traffic of the VR service
For AR service, the traffic characteristic is still FFS, and thus further RAN4 input would be needed. 
Cloud gaming
There is no detailed traffic characteristics defined in TR 26.928 for cloud gaming. The DL traffic of cloud gaming is also 2D media content from the game server to the client, and thus a similar traffic model as that for VR2 service can be assumed. 
One of the most important requirement of cloud gaming is on the round trip time, which would have great impact on the quality of user experience. In TR 26.955 cloud gaming use case for FS_5GVideo is addressed and 5 game categories have been defined. Different game category would have different dynamicity and complexity. Generally speaking, the latency requirement would be tighter if there is more dynamicity and complexity in the game. The detailed latency requirement for DL and UL traffic should be decided based on further input from SA4. 

On the other hand, higher traffic throughput would be required if higher resolution and frame rate are used. Some examples on DL data throughput are shown in Table II.

Table II Example of DL data traffic of cloud gaming

	
	Resolution and frame rates
	DL data throughput

	High quality 
	4K with 120fps
	100Mbps

	Middle quality
	1080p with 60/120fps
	30/40Mbps

	Low quality (for cat A and B in TR 26.995 only)
	720p with 30 fps
	10Mbps


3 Conclusion
In this contribution, we discuss the traffic model of XR and cloud gaming services.  Based on the discussion, our proposals are as follows:
Proposal 1: Use the packet size distribution and packet inter-arrival time distribution achieved from SA4 trace data to randomly generate UE traffic in RAN1 evaluations.

Proposal 2: Periodic traffic can be assumed for the DL and UL traffic of the VR service
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