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[bookmark: _Ref513464071]Introduction
[bookmark: _Hlk54270378]In RAN1#103-e the following agreements were made [1]:
Agreement 6: 
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
•	X=90 (baseline) or 95 (optional)
•	Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately

Agreement 13: 
The following aspects are to be discussed after traffic model is stable.
•	For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available.  Additional metrics to be collected will be further discussed after traffic model is stable.
•	Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.

Agreement 19 
Baseline power evaluation methodology
TR 38.840 is the baseline methodology potentially with some modifications if necessary.  RAN1 aim to minimize modeling effort.

Agreement 20.
•	RAN1 continues to discuss evaluation methodologies for UE power consumption and system capacity.
•	RAN1 is to discuss whether/how to study/evaluate mobility and coverage at a later stage, e.g., starting from Q1 2021.


In this contribution, by considering of the assumptions for XR traffic and XR devices identified in SA4 TR XR in 5G 26.928 [3] and 5GSTAR TR 26.998 [4] as well as the agreements made during RAN1#103-e meeting, we discuss the potential enhancements related to coverage, capacity, power consumption, support for sidelink and positioning that can be considered for supporting the XR applications/use cases.
Discussion
2.1. Enhancements for Coverage and Service Continuity
From the description in SID [2] and the SA4 TR [2], it is apparent that several traffic requirements for XR are shared with those for eMBB (e.g., high data rates) and URLLC (e.g., high reliability and low latency). As such, the assumptions related to coverage and service continuity applied for eMBB and URLLC can also be used as baseline for identifying the gaps for further enhancements. 
For VR use cases, the data rate requirement estimated per-user in good coverage deployment scenarios range between 0.1 to 1 Gbps. In this regard, small cells/indoor hotspot deployment and FR2 can be considered for supporting continuous and stable high data rates for VR. However, given the susceptibility to blockages for FR2 links and the consequent loss in coverage, other enhancements to improve the robustness of the links should be considered for XR, especially solutions that can use the sensors and cameras available in the XR device (e.g. for identifying presence of blockages).  
Observation 1: A key challenge for supporting continuous and stable high data rates for VR use cases is addressing issues related to link robustness, especially in FR2 deployments
In the case of AR, it is expected that high data rates are consistently and continuously supported even during mobility with minimal service interruption. This can be an issue for AR in outdoor/urban scenarios where shadowing, deep fades and blockages to LOS links can be prevalent. Considering the use of split rendering architecture, it can be more challenging to maintain high data rates and low latency due to degradation of coverage at cell edge during mobility when part of the rendering functionality is offloaded to an edge function/server. 
Observation 2: For AR use cases using split rendering architecture, a major challenge to overcome is on maintaining high data rates and low latency even during mobility  
In these scenarios, preemptive/predictive mechanisms for indicating to the higher layers/application based on the measurements indicating change in coverage or mobility at lower layers in UE and RAN can be considered to minimize any service interruption events.
[bookmark: _Hlk61611702]Proposal 1: 	For ensuring coverage and service continuity in XR use cases/applications, RAN enhancements that consider the XR device capabilities (e.g. sensors, cameras) and proactive mechanisms for preventing coverage loss should be studied
2.2. Enhancements for Capacity 
Achieving high capacity is a key challenge when it comes to wide deployment and adoption of XR and Cloud Gaming use cases. Given the similarities between XR and URLLC traffic requirements, the evaluation methodology applied for determining the capacity of URLLC (TR 38.824), defined as the maximum offered cell load under which Y% (e.g. 95%) of URLLC UEs in a cell with target link reliability R under latency bound L, can be used as a starting point for capacity evaluations for XR. 
In addition, the enhancement considered for improving capacity of eMBB and URLLC UEs, including the use of massive MIMO/M-TRP and/or FR2, can also be considered for XR. However, depending on XR device form factor (e.g. VR headset or AR glasses) and the antenna configurations that can be supported by the device as well as XR traffic load per UE, the number of XR UEs that can be supported per cell may still be limited compared to eMBB/URLLC deployment scenario
Observation 3: The XR device form factor in combination with the XR traffic load may limit the capacity achievable per cell
Other enhancements that can be considered for RAN enhancements include allowing interaction between RAN and higher layers to support RAN awareness of UE viewport and pose information for more efficient spatial multiplexing, beam tracking and beam switching
Proposal 2: 	For improving capacity, enhancements to enable RAN awareness of higher layer attributes (e.g. UE viewport orientation, pose) for assisting with RAN functions/procedures (e.g. beam tracking, beam switching) should be studied
2.3. Power Consumption Enhancements for XR
For XR and Cloud Gaming use cases, it is extremely challenging to support broadband URLLC (eMBB+URLLC) traffic requirements combined with low power consumption in the XR device. Given the quasi-periodic nature of XR traffic (e.g. high inter-packet arrival rate) in DL and UL for transmitting video/media and pose information, the opportunities for operating in low power mode (e.g. idle/inactive modes) or prolonged sleep DRX cycles are minimal.  
For wearable XR devices such as lightweight HMDs and AR glasses, the battery capacity can be limited due to form factor restrictions. Additionally, depending on the XR use case and architecture, the available battery capacity is used primarily for internal processing/computation (e.g. tracking, rendering and display) or secondarily for communication. For example, for VR using standalone device the internal processing for rendering and ATW pose correction upon receiving the video/media in DL is expected to consume most of available battery capacity. In split rendering architecture used for AR and certain VR applications, the power consumption for internal processing is traded off for supporting higher communication due to transmission of video in UL and reception of pre-rendered video/media in DL. 
Observation 4: For AR/VR applications using split rendering architecture, the power consumption for UL/DL communication can be higher than for internal processing 
Current AR device categorizations in SA4 TR on 5G Smart glasses [3] broadly divide into three types: Standalone AR glasses, Smart AR glasses with tethered device, Simple AR glasses with tethered device. Depending on the use case, certain functions or interfaces in the device functional structures/blocks may not be required or instantiated for the media-flow used for the AR/MR service. This use case dependent selection enabled by the use of tethering between the AR device and UE (e.g. smartphone) would alleviate power consumption requirements of the XR device by offloading some processing to the UE. 
Conversely, the requirement for supporting higher communications on the sidelink for carrying the XR traffic may reverse some of the power saving gains needed to prolong device usage. Identification of power budgets for individual functions (e.g. power consumption of graphics vs 6DOF vs depth etc.) based on concrete use case categorization need to be determined to assess the tradeoff gains. 
Observation 5: For XR devices which are wirelessly tethered to a UE, power consumption for supporting sidelink communication may be higher than the power savings achievable due to processing offloading to UE
Overall, the solutions from Rel-16 (TR 38.840), such as BWP-based power reduction from reduced DCI monitoring and dormant SCells can be considered as baseline. However, the existing solutions may be incompatible for supporting high number of XR UEs per cell requiring high throughput and satisfaction rate (e.g. ≥ 95%), hence justifying the need for enhancements tailored to each of the three device configurations mentioned above. The other aspects that can be considered in the study are enhancements to C-DRX configuration to increase sleep duration and the support for more efficient scheduling solutions which allow timely resource allocation (e.g. for minimizing DCI monitoring occasions) based on the awareness of quasi-periodic XR traffic characteristics.  
Observation 6: Power consumption considerations need to be addressed in conjunction with use case categorization and device form factor considerations

Proposal 3: 	For power savings, mechanisms considering XR traffic (e.g. XR traffic aware scheduling, dynamic C-DRX on/sleep duration) and dynamic offloading (e.g. split/non-split model) for changing RAN configuration should be studied
2.4. Sidelink Enhancements for XR 
AR applications (e.g. AR1 and AR2) typically require the use of XR devices with small form factor (e.g. XR glasses) for transmitting pose/video and displaying the received media. However, given the limitation in the battery capacity and processing capability in the XR device, a wireless tethering mechanism to a paired UE (e.g. smartphone) may be used to relay the traffic to and from the XR device with high data rate and low latency. In addition, the tethered UE could also be used to perform local processing (e.g. post rendering of video/media) prior to transmitting to XR device. 
Depending on terminal device configuration, the functions used in XR (e.g. tracking, sensing, processing, display) may exist exclusively in different physical entities or may be duplicated between the different entities (e.g. glasses, UE, external cameras, sensors). In these scenarios,  connecting the AR device directly with the other devices/entities in proximity via NR sidelink interfaces is expected to be more effective than indirectly connecting via Uu interface.
Observation 7: For supporting XR use cases, the use of 5G sidelink interface is expected to be more effective for connecting the functions in different devices (e.g. smart glasses, UE, external sensors) 
In this regard, the Rel-16 NR sidelink (SL) along with Rel-17 NR SL relays may be considered as a baseline for supporting sidelink-based tethering for XR. For example, NR SL can be used as the wireless interface between XR device and UE for supporting high data rate and low latency transmissions. Similarly, NR SL relays can be used for ensuring end-to-end QoS between the XR device and RAN via the relay UE. Further enhancements that may be considered for NR SL and NR SL relaying, given the stringent traffic requirements for XR, include the use of relay UE assisted scheduling for the XR device (e.g. Mode 2 b/d) for fast SL resource allocation, SL assisted low power operation for XR device (e.g. aligned C-DRX), and SL assisted positioning for improving the positioning accuracy of XR device viewport.  
For more advanced XR applications, such as haptics, supporting robust and seamless connectivity between multiple devices may require fully distributed control plane. 
Proposal 4: 	For XR applications using wireless tethering, the enhancements to NR SL and NR SL relaying for handling XR traffic (e.g. eMBB + URLLC) and media flow between functions located in different devices should be studied
2.5. Positioning Enhancements for XR 
The different XR applications and use cases considered in the SID [2] and the SA4 TR [3] require UE positioning information (e.g. user viewport and pose) for determining the video or media to be streamed and rendered in the XR device. The SA4 TR on AR/MR 5G Glasses [4] identified different tracking modes to be supported including eye, hand, 6DoF tracking for SLAM, pose detection and media generation. The type of the UE positioning information that can be transmitted, including UE location (i.e. geographic coordinates), viewport orientation, and other pose information (e.g. 6DoF), may vary depending on the XR application and the capability of the XR device. For example, for VR1 applications (i.e. viewport dependent streaming) the user pose along with the viewport information is sent in the UL and in response, the video/media optimized to the user pose/viewport is received interactively in DL. Similarly, for AR1 application (i.e. distributed computing), the tracking and sensor information related to the user’s orientation and pose in indoor/outdoor scenarios is sent in UL for in-network computation and the pre-rendered video/media is received in the DL. 
In the existing XR applications, the UE positioning information is typically determined using RAT-independent positioning methods including GNSS and internal sensors. Specifically, the XR applications may rely on either inside-out tracking (e.g. using device-oriented beacons) or outside-in tracking (e.g. using beacons from external transmitters) for determining user/viewport position. The determined positioning information is used in the device (e.g. for pose correction) or sent in UL as high layer/application traffic flow, transparent to access stratum and RAN. While the use of existing RAT-independent positioning methods may be adequate for certain simple XR applications, the accuracy and latency achievable for positioning (e.g. < 3m and >1s) may not be sufficient to provide high QoE to the user, especially for advanced XR applications such as XR gaming and industrial AR where the precise placement of 3D objects is crucial.   
Observation 8: The accuracy and latency achievable with existing (Rel-16) RAT-independent positioning techniques are not adequate for supporting the positioning requirements of certain XR applications  
For the considered advanced XR applications (e.g. VR2, AR2), higher precision tracking (e.g. <10 cm) of the user’s position and mobility, including the 6DoF rotational and translational movements may be necessary. Additionally, the positioning information should be determined and delivered with low latency for supporting the low motion-to-photon latency (e.g. <20ms) requirements. Considering the case for small form-factor XR devices (e.g. AR glasses), which may have limitation in the sensors and processing capability for determining positioning with high precision and low latency, sidelink or network assisted positioning can be considered for further study. 
In this regard, the Rel-16 RAT dependent positioning methods along with the Rel-17 enhancements, based on DL PRS measurement or UL SRS for positioning transmission, may be considered as a baseline to support the high accuracy and low latency positioning requirements expected for XR. Further enhancements that may be considered for RAT-dependent positioning methods for XR may include computation of other 6DoF parameters with high accuracy, independent of the direction or location of UE. Additionally, mechanisms for supporting positioning assisted data transmission, including coordinating the transmission/reception of positioning RS/beams for assisting XR traffic in UL and DL can be considered for further enhancements. 
Proposal 5: 	 For supporting positioning in XR applications, enhancements to RAT-dependent/independent positioning for achieving ultra-high accuracy and low latency positioning and support for positioning assisted data transmissions should be studied
Conclusion
In the previous sections we made the following observations: 
Observation 1: A key challenge for supporting continuous and stable high data rates for VR use cases is addressing issues related to link robustness, especially in FR2 deployments
Observation 2: For AR use cases using split rendering architecture, a major challenge to overcome is on maintaining high data rates and low latency even during mobility  
Observation 3: The XR device form factor in combination with the XR traffic load may limit the capacity achievable per cell
Observation 4: For AR/VR applications using split rendering architecture, the power consumption for UL/DL communication can be higher than for internal processing 
Observation 5: For XR devices which are wirelessly tethered to a UE, power consumption for supporting sidelink communication may be higher than the power savings achievable due to processing offloading to UE
Observation 6: Power consumption considerations need to be addressed in conjunction with use case categorization and device form factor considerations
Observation 7: For supporting XR use cases, the use of 5G sidelink interface is expected to be more effective for connecting the functions in different devices (e.g. smart glasses, UE, external sensors) 
Observation 8: The accuracy and latency achievable with existing (Rel-16) RAT-independent positioning techniques are not adequate for supporting the positioning requirements of certain XR applications  
The following are the conclusions made in this contribution:
Proposal 1: 	For ensuring coverage and service continuity in XR use cases/applications, RAN enhancements that consider the XR device capabilities (e.g. sensors, cameras) and proactive mechanisms for preventing coverage loss should be studied
Proposal 2: 	For improving capacity, enhancements to enable RAN awareness of higher layer attributes (e.g. UE viewport orientation, pose) for assisting with RAN functions/procedures (e.g. beam tracking, beam switching) should be studied
Proposal 3: 	For power savings, mechanisms considering XR traffic (e.g. XR traffic aware scheduling, dynamic C-DRX on/sleep duration) and dynamic offloading (e.g. split/non-split model) for changing RAN configuration should be studied
Proposal 4: 	For XR applications using wireless tethering, the enhancements to NR SL and NR SL relaying for handling XR traffic (e.g. eMBB + URLLC) and media flow between functions located in different devices should be studied
Proposal 5: 	 For supporting positioning in XR applications, enhancements to RAT-dependent/independent positioning for achieving ultra-high accuracy and low latency positioning and support for positioning assisted data transmissions should be studied
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