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Introduction
During RAN1#103-e, the following agreements were made on traffic model for XR evaluations [1].
	Agreement: XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, (XR conference FFS), CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing

Agreement: Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so thatand the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  



In this paper, we further elaborate traffic model related considerations based on latest SA4 progress.

Overview of SA progress
	S4aV200633
1	Overall description
3GPP TSG SA WG4 would like to inform 3GPP TSG RAN WG1 on our recent progress for the modelling of XR Traffic for the purpose to evaluate the performance of XR application and traffic on 5G Systems and in particular new radio.
SA4 has carried out work for the modelling of.
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR2: “XR Conversational”
· CG: Cloud Gaming
The detailed modelling proposal is provided in the attached documents, namely
· S4aV200632 [FS_XRTraffic] Summary of XR Traffic Models for RAN1 and Open Issues
· S4aV200631 [FS_XRTraffic] Traces and Configurations for VR2, CG and AR2
The modelling is supported traces and software modules, as well as well defined interface definitions. Details are provided in the documents. While the initial models are likely to provide some representative first traces, SA4 is in the process to further extend the models to add additional application layer settings. However, interfaces and APIs are expected to be identical.
In addition to traffic modelling the above documents also include proposed quality evaluation methods that take into account video structures such as spatial and temporal predictions, complexity of the content, etc.
SA4 is also in process to review other applications including
· VR1: “Viewport dependent streaming”
· AR1: “XR Distributed Computing”
However, such information will only be shared after SA4#112-e.
Overall, in the case that RAN1 experts have questions and comments, the rapporteur of the SA4 study item offers to present the details of the models to the RAN colleagues at any appropriate time.
2	Actions
To RAN1
ACTION: 	
1)	To take the above information into account
2)	To consider the offer to present the details from the SA4 Study Item rapporteur if needed
3)	To provide any comments or questions as feedback


One of the outcome of the SA4-(AH) Video SWG post SA4-111-e is the draft LS to RAN1 above [2]. 
With RAN1#103-e agreement, it should be clear that
· Concrete traffic models including e.g. the definition of frame packet and the periodicity and its influence by jittering, if done in RAN1#104-e, should focus on the three applications mentioned explicitly in the LS, i.e. VR2/AR2 as well as CG [3]. 
· RAN1 is expected to provide a conference call for SA4 rapporteur on the elaboration of concrete examples
Considering the timeline of XR studies including the KPIs to be addressed, it would be good to have some high level consensus on the target applications so that decent observations/recommendation for the evaluated candidate enhancements could be delivered in time. In addition, traffic characteristics of typical XR services weigh in regarding the data rate, reliability and latency aspects, towards which three applications should provide enough diversity. Consequently the following proposal is drawn.
[bookmark: _Toc61548938][bookmark: _Toc61549217][bookmark: _Toc61548844][bookmark: _Toc61859932][bookmark: _Toc61548845][bookmark: _Toc61548939]Prioritize VR2, AR2 as well as CG as applications for evaluation. RAN1 strive to develop solutions with commonality so that the other applications including at least VR1 and AR1 should be covered.
AR related characteristics synthesized in the Table 1 below [4] was discussed and agreed. 

Table 1 AR model
	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, CBR 10 Mbit/s
	Conversational 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms
100ms

	Front Facing Camera
	720p, CBR 3 Mbit/s
	Conversational
200ms

	Audio (MPEG-H)
	256/512 kbps
	Conversational 200ms


For UL(corresponding to the rows 3/6DOF Pose, Video + Depth, Front Facing Camera), the traffic admits a CBR ranging from 256/512kbps - 10Mbps with the E2E latency being 200ms except for the 3/6DOF Pose case. As mentioned in [6], the UL traffic should observe an arrival rate of 1000Hz and fixed packet size. Given the encoding process of the contents may not be as aggressive as DL, we feel the jittering effect for UL, if considered, should only be CN jittering or packet jittering as mentioned in [7].  
For DL, the traffic characteristics are similar to that of split rendering [5], where a prioritized V trace is provided for discussion. What's crucial, however, to RAN1 simulation is the P trace whose detailed generation is provided below. From the following descriptions, we could infer
· For each packet generated according to S-trace in RAN1 simulator, the packet size be truncated at maximum MTU size, if assumed;
· For each packet generated according to S-trace in RAN1 simulator, a delay needs to be modeled reflecting jittering.
	S4aV200611
7.2.4.3	Modelling
In order to generate a P-Trace from an S-Trace based on the configuration in clause 7.2.4.2, the following is applied:
1) Each slice is split into IP packets, for which each packet has the size as follows:
a. IP packet has size MTU size + 40 byte unless it is the last one, which fills the remaining bytes of the size of the slice + 40 byte.
b. For each packet a delay model is applied according to the configuration, i.e. the slice time is further delayed based on the model.
c. The information is plus the information of the slice is dumped into a P-Trace according to format defined in 7.2.4.4
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Further in this document, prioritized V trace is provided as below. Key ingredients such as bit rate, delay and slice recovery strategy in close proximity with reliability modeling are touched.
	S4aV200611
7.2. 10	Prioritized Configuration Options and Parameters
The above configurations results many cases. In order to start the work, a subset configuration is proposed:
· V-Traces (see 7.2.3.2 for options):
· Qualcomm VR Trace with left and right eye as available here:
· Left Eye:
· Preview: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-left.mp4
· V-Trace: <tbd>
· Right Eye
· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-right.mp4
· V-Trace: <tbd>
· Content Encoding Parameters
· Bitrate Control (3): 
· Constant Bitrate with two parameters
· Bitrate = 10 Mbit/s per eye 
· Buffer window: per frame, 2 seconds
· minCRF = 10
· CRF Range [minCRF to maxCRF]
· Capped VBR
· Constant Rate Factor – rate factor with CRF (default: CRFref is used)
· MaxBitrate = 10 Mbit/s per eye
· Buffer window: per frame
· CRF Range [CRF to maxCRF]
· Slice Setting (2)
· Number of slices 1, 8.
· Error Resilience (2)
· Intra-refresh slice: period (1  1 slice every 1 frame with the slice being picked as POC mod #slices)
· Feedback-based: NACK-mode: use an old reference frame or intra in case of loss
· Eye Interleaving (2)
· Same time
· Staggered by frame rate
· Pre-Encoding delay (1) 
· Render-pose delay of 15 - 25 ms equally distributed.
· Encoding delay (1)
· Constant delay per slice of 8ms/n with n slice size.
· Content Delivery Parameters
· Maximum MTU size 1500 byte
· Core network jitter model
· Delay jitter equally distributed between two values [5ms; 10ms]

· Content Delivery Receiver Parameters
· Slice recovery strategy (2)
· Slice loss: If one packet is lost, the entire slice is lost
· Suffix loss: If packet is lost, all remaining packets are considered as lost.
· Maximum packet delay max_delay compared to pose generation (2)
· 60ms, 100ms



In the meantime, in section 7.2.3.2 of [5], a different value of render-pose delay is provided implying both slice level constant delay should be jointly considered with render-pose delay. It is therefore worthy of clarification from SA4 so that appropriate packet arrival and transmission should be modeled in RAN1.  
	S4aV200611
7.2.3.2 Configurations
· Encoding delay
· Render-pose delay, 
· Constant of 20ms
· jitter between 10-30 ms equally distributed.
· Constant delay per slice, e.g. 1ms


Further in [7], the delay is decomposed into 3 parts featuring various jittering effects. The residual part to this jittering should be the PDB which should be assumed in RAN1 simulation. The following information is on latency breakdown for cloud gaming. Though the distribution for the packet encoding delay is well defined in [7], the distribution of the packet delay is not touched though mentioned in an earlier paper [5] in conflict with the values assumed herein. Moreover, there seems to be a typo regarding the delay threshold as marked below.
	S4aV200627
4.1.4 Latency summary
Min-Latency: 10ms + 2ms + 3ms  15ms
Max-Latency: 20ms + 47ms (very large) + 10ms  47ms (aligned with the 32 from S4aV200607 assuming without constant delay of around 15ms)
Typical-Latency: 15ms + 4ms + 11ms  30ms (aligned with the 32 from S4aV200607 assuming without constant delay of around 15ms)
4.1.5 RAN Configuration
For all possible N’ users, the P-Traces are added.
Two packet loss configurations are applied: 10e-3 for no maxSize restriction and 10e-4 for maxSize 1500 byte restrictions. The delay threshold is provided as 80ms. This means that packets later than 60ms rendering time are considered late losses. Packets need to be delivered within 33 - 65ms to be useful in the receiver.



Another aspect is the MTU setting and slice recovery strategy and its correlation with the reliability requirement actually used in RAN1 simulations. Different aspects of loss modeling and its impact on RAN1 setting of PLR is expected to be provided by SA4. Intuitively, the more packets are making up a single slice, the more vulnerable the slice is in terms of being successfully decoded.
CRF (constant rate factor) is a parameter that is omnipresent in fine-tuning the video quality. This parameter takes the range from 0-51 and the larger the value is, more compression is done to the video frames. SA4 is expected to provide a typical CRF setting and corresponding P trace so that RAN1 could further discuss on the suitable distribution beyond Pareto distribution as to the modeling of the capped VBR case. 
Another open question regarding the latency is the generation of the components including whether there should be any correlation with the packet size or whether additional jittering in the reTx phase of a packet should still be considered.
[bookmark: _Toc61548940][bookmark: _Toc61548846]According to [7], traffic modeling for both eyes could be considered for the case of split rendering. In this case, we believe eye staggering should be considered and modeled since packetization based on smaller packets could be used to model the case of packets for both eyes arriving at the same time.
All in all, the following proposal is drawn.
[bookmark: _Toc61548847][bookmark: _Toc61548941][bookmark: _Toc61549218][bookmark: _Toc61859933]RAN1 schedules a conference call for XR related QA sessions during the first week of RAN1#104-e, i.e. from January 25th covering at least the following discussion points
[bookmark: _Toc61548942][bookmark: _Toc61549219][bookmark: _Toc61859934][bookmark: _Toc61548848]- The appropriate arrival rate for UL/DL traffic 
[bookmark: _Toc61549220][bookmark: _Toc61548943][bookmark: _Toc61859935][bookmark: _Toc61548849]- Whether/how to model jittering for UL traffic
[bookmark: _Toc61548944][bookmark: _Toc61548850][bookmark: _Toc61859936][bookmark: _Toc61549221]- The IP packet level reliability requirement and corresponding slice recovery strategy that should be assumed in RAN simulation
[bookmark: _Toc61549222][bookmark: _Toc61859937][bookmark: _Toc61548945][bookmark: _Toc61548851]- The E2E latency used for RAN1 evaluation
[bookmark: _Toc61548852][bookmark: _Toc61859938][bookmark: _Toc61549223][bookmark: _Toc61548946]- The CRF setting and packet size assumption for the simulation
[bookmark: _Toc61548947][bookmark: _Toc61549224][bookmark: _Toc61859939][bookmark: _Toc61548853]- Packet delay modeling 
[bookmark: _Toc61549225][bookmark: _Toc61548854][bookmark: _Toc61548948][bookmark: _Toc61859940]	- whether to consider packet jittering in the reTx phase
[bookmark: _Toc61548855][bookmark: _Toc61548949][bookmark: _Toc61859941][bookmark: _Toc61549226]	- whether to consider jittering related to file size
[bookmark: _Toc61548950][bookmark: _Toc61859942][bookmark: _Toc61549227][bookmark: _Toc61548856]	- whether the packet delay should be i.i.d from a predefined distribution or fixed within a given buffer window.
[bookmark: _Toc61859943][bookmark: _Toc61548951][bookmark: _Toc61548857][bookmark: _Toc61549228]- Clarification on typo regarding the delay threshold setting in cloud gaming
[bookmark: _Toc61549229][bookmark: _Toc61548858][bookmark: _Toc61548952][bookmark: _Toc61859944]- Whether to prioritize some case of traffic modeling for both eyes

Considerations on aspects related to RAN1 evaluation set up
RAN1 simulations focus on concrete packet size for CBR case and the packet size distribution for VBR case as well as latency (PDB) and reliability (PER) aspects [6]. With the discussion in the previous section, it's expected that SA provides clarifications in terms of reliability and latency. While for CBR case, the packet size should be easily derived using the arrival rate. We discuss here the modeling of packet size distribution for VBR case. What should be expected from [7] is a csv file capturing various packet size in the P trace. Based on the P-trace, RAN1 shall carry out curve fitting to determine between whether Pareto distribution, as captured in the SID or Gaussian distribution [1] should be appropriate setting for packet generation in simulator. The curve fitting step could be summarized as follows,
Step 1: Generate the curve encompassing the sample packet sizes. 
Step 2: Determine the characteristic parameter in the distribution, e.g. minimum file size and the shaping parameter for Pareto distribution based on the relationship between the analytical expression of the mean and variance for Pareto distribution and the parameters assuming sample mean/variance as the estimation of the mean/variance for the distribution.
Step 3: Generate the curve using the parameter in step 2 using the parameter set based on finetuning of the estimation in step 2 and determine among the candidate curves the appropriate curve and the corresponding parameter.
Note that for step 1, the curve is likely to contain an order of 3600*60 = 2*105 packets to derive sample statistics and curve. 
[bookmark: _Toc61859945][bookmark: _Toc61548953][bookmark: _Toc61548859][bookmark: _Toc61549230]Adopt the three-step methodology to derive the traffic models for Pareto distribution of file size.
[bookmark: _Toc61548860][bookmark: _Toc61549231][bookmark: _Toc61548954][bookmark: _Toc61859946]-	Step 1: Generate the curve encompassing the sample packet size. 
[bookmark: _Toc61859947][bookmark: _Toc61548955][bookmark: _Toc61549232][bookmark: _Toc61548861]-	Step 2: Determine the characteristic parameter in the distribution, e.g. minimum file size and the shaping parameter for Pareto distribution based on the relationship between the analytical expression of the mean and variance for Pareto distribution and the parameters assuming sample mean/variance as the estimation of the mean/variance for the distribution.
[bookmark: _Toc61859948][bookmark: _Toc61548956][bookmark: _Toc61549233][bookmark: _Toc61548862]-	Step 3: Generate the curve using the parameter in step 2 using the parameter set based on finetuning of the estimation in step 2 and determine among the candidate curves the appropriate curve and the corresponding parameter.

As mentioned in [6], with the knowledge of frame rate/data rate and the relationship between the mean data rate and the lower bound of the data rate, we demonstrate the use of a earlier proposed methodology to Pareto distribution via the numerical example of data rate = 100Mbps and packet arrival rate = 60fps. Similar to that of the fixed packet size, the mean packet size is 0.2083Mbyte. 
Further we set the min file size as 0.1 Mbyte considering the data rate shrinks no more than half of the mean data rate. The shaping parameter could thus be obtained as 1.9 by considering the mean packet size and the min file size. In the meantime, the mean value can be estimated as , where  is the minimum file size and k is the shaping parameter. The derived parameters are encapsulated in Table 2.
Table 2 Exemplary parameters for Pareto distribution following a three-step methodology
	Mean Packet Size (Mbytes)
	0.2083

	Location parameter
	0.1

	Shape parameter k
	1.9

	Remarks：The DL rate is 100Mbps and the packet arrival rate is 60fps


[bookmark: _Toc61859832]Consider the three-step methodology to derive the traffic models for Pareto distribution of file size.
[bookmark: _Toc61859833]-	Step 1: Generate the mean packet size according to the packet arrival rate and the data rate requirement. 
[bookmark: _Toc61859834]-	Step 2: Determine the minimum file size or the standard derivation parameter based on the relationship between the mean data rate and the minimum/maximum (i.e. truncated) data rate.
[bookmark: _Toc61859835]-	Step 3: Determine the shaping parameter by jointly considering the mean file size and the parameter obtained from step 2.
[bookmark: _Toc29400][bookmark: _Toc29089][bookmark: _Toc82][bookmark: _Toc525]Conclusion
According to the discussion above, we prefer to discuss/adopt the following observations/proposals:
Observation 1:	Consider the three-step methodology to derive the traffic models for Pareto distribution of file size.
-	Step 1: Generate the mean packet size according to the packet arrival rate and the data rate requirement.
-	Step 2: Determine the minimum file size or the standard derivation parameter based on the relationship between the mean data rate and the minimum/maximum (i.e. truncated) data rate.
-	Step 3: Determine the shaping parameter by jointly considering the mean file size and the parameter obtained from step 2.

Proposal 1:	Prioritize VR2, AR2 as well as CG as applications for evaluation. RAN1 strive to develop solutions with commonality so that the other applications including at least VR1 and AR1 should be covered.
Proposal 2:	RAN1 schedules a conference call for XR related QA sessions during the first week of RAN1#104-e, i.e. from January 25th covering at least the following discussion points
- The appropriate arrival rate for UL/DL traffic
- Whether/how to model jittering for UL traffic
- The IP packet level reliability requirement and corresponding slice recovery strategy that should be assumed in RAN simulation
- The E2E latency used for RAN1 evaluation
- The CRF setting and packet size assumption for the simulation
- Packet delay modeling
- whether to consider packet jittering in the reTx phase
- whether to consider jittering related to file size
- whether the packet delay should be i.i.d from a predefined distribution or fixed within a given buffer window.
- Clarification on typo regarding the delay threshold setting in cloud gaming
- Whether to prioritize some case of traffic modeling for both eyes
Proposal 3:	Adopt the three-step methodology to derive the traffic models for Pareto distribution of file size.
-	Step 1: Generate the curve encompassing the sample packet size.
-	Step 2: Determine the characteristic parameter in the distribution, e.g. minimum file size and the shaping parameter for Pareto distribution based on the relationship between the analytical expression of the mean and variance for Pareto distribution and the parameters assuming sample mean/variance as the estimation of the mean/variance for the distribution.
-	Step 3: Generate the curve using the parameter in step 2 using the parameter set based on finetuning of the estimation in step 2 and determine among the candidate curves the appropriate curve and the corresponding parameter.
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