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[bookmark: _Toc54284037] Introduction
This contribution updates R1-2101365 with our view on merging data flows in traffic models which is provided in Section 3.3.3.

At RAN #88-e, the SI on XR evaluation in NR was updated [2]. The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

In this contribution we provide our views on XR traffic models. 
[bookmark: _Toc54284038]XR use cases
In SID of Rel-17 XR study, the use cases are enumerated below:

The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

At RAN1 #103-e, the following was agreed:
Agreement:
XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing

In SA4 traffic modeling details concerning VR2, AR2 and Could gaming are being finalized; and traffic modeling details for VR1 and AR1 will be made available after the SA4 meeting in February 2021. Between AR2 and VR2, much of VR2 modeling details are re-used in AR2, and important modeling details specific for AR2 are also available in SA4’s discussion.  
[bookmark: _Toc54284039]XR traffic models
At RAN1 #103-e, the following was agreed:

Agreement:
Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so that the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  


With all the inputs from SA4, and expected study in RAN1, in the end, one of the most consequential outcomes is the traffic models. While it will take time to achieve consensus on them, it is not too early to get a sketch of possible models already.  We note there are varieties of use cases identified for XR use cases. And for each XR use case, there can be a corresponding traffic model. Obviously, we don’t expect RAN1 to evaluate enhancements with each of them. Then consolidation, abstraction and simplification become necessary.  Similar to the consideration on KPIs, we note if all the possible traffic profiles are captured with equal priorities, in the end nothing specific can be done. Hence we also need to focus on the most salient points of XR traffics, so hopefully with the focused attention, useful and manageable enhancements can be introduced in the Rel-18 timeframe. 

Before embarking on new traffic models, it is worthwhile to review the traffic models used in RAN1 first.
[bookmark: _Toc54284040]3GPP RAN1 traffic models
In RAN1, a number of traffic models have been used in performance evaluation in various work items and study items.

[bookmark: _Toc54284041]Full buffer traffic model

The full buffer traffic model has been used in many evaluations. With the full buffer traffic model, there is unlimited data in data buffer for any UE in the simulation lifetime. Typically no latency requirement is attached to the traffic, and the first transmission BLER can be set to 10% to facilitate comparison between different schemes; and also calibration among companies.

[bookmark: _Toc54284042]Bursty traffic models

FTP model 1 and FTP model 2 were introduced in TR 36.814. 
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Figure 1 FTP model 1
With FTP model 1, arrival of a packet follows a Poisson distribution, as a packet is associated with a UE and there is at most a single packet arrival for a UE in a simulation drop, the number of UEs determines the traffic load in a cell/a network.
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Figure 2 FTP model 2
With FTP model 2, the reading time between packets (i.e. the end of a packet and start of the subsequent packet) follows an exponential distribution. In downlink, when a packet arrives at the gNB data buffer, the transmission time, which is from the arrival time of that packet at the gNB data buffer to the time when the packet is successfully received by the UE,  can vary depending on the UE’s location in the cell. For a cell center UE, as the inter-cell interference is weak and consequently spectral efficiency transmission can be achieved, the transmission time tends to be small; and for a cell edge UE, as the inter-cell interference is strong and consequently the transmission’s spectral efficiency can be low, the transmission time tends to large. Then in a simulation, cell edge UE may have a lighter traffic load than cell center UE.
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Figure 3 FTP model 3

FTP model 3 was first introduced in LTE small cell enhancements in Release 12. FTP model 3 was adapted from FTP model 2; however, the arrival time of a new packet does not depend on when the current packet is transmitted. Instead the inter-packet arrival time follows an exponential distribution and the transmission time of a packet is counted from the time instance it arrives in the queue. With that, a cell edge UE and a cell center UE experience the same traffic load.

Between FTP model 2 and FTP model 3, it might be felt that FTP model 2 automatically handle traffic adaptation according to radio condition, which can model to some degree application layer’s traffic adaptation according to the lower layers’ performance. In past discussion during the LTE time, such an interaction was deemed as undesired: 
Assume two schemes A and B are being compared. Scheme B allows more efficient transmission than Scheme A. hence with Scheme B the transmission time of a packet tends to be smaller, one would expect in the simulation evaluation better 5% percentile throughput with Scheme B would be higher than that with Scheme A. However, as the reduced transmission time with Scheme B is achieved at the same channel/interference condition in the network compared with Scheme A, but that also leads to the effect more packets are generated for the cell edge UE when Scheme B is used, and which in turn can raise the interference level at cell boundary. Then essentially Scheme A and Scheme B may deal with different traffic loads; with that Scheme B’s benefit over Scheme A may not be visible anymore in the evaluation results. While understanding the difference between FTP model 2 and FTP model 3 is important by itself, but the importance is not purely historical: complicated traffic models can make study on physical layer enhancements difficult, especially when traffic generation adapts according to radio condition.

We have
Observation 1:  traffic generation’s adaptation according to radio condition can complicate simulation evaluation for physical layer enhancements.



In Rel-16 study item on URLLC [2], periodic traffic models are considered. Table A.2-1 from [2]  is included below.

Table A.2-1: Representative use cases for Rel-16 NR URLLC evaluation
(From TR 38.824)
	Use case
	Reliability (%)
	Latency 
	Data packet size and traffic model
	Description

	Power distribution

	99.9999
	5 ms (end to end latency)
Note: 2-3 ms air interface latency 
	DL & UL:
100 bytes 
ftp model 3 with arrival interval 100 ms
	Power distribution grid fault and outage management 
(TR 22.804:5.6.4)

	
	99.999 
	15 ms (end to end latency)
Note: 6-7 ms air interface latency
	DL & UL:
250 bytes 
Periodic and deterministic with arrival interval 0.833 ms
Random offset between UEs 
	Differential protection
(TR 22.804:5.6.6)

	Factory automation

	99.9999
	2 ms (end to end latency)
Note: 1 ms air interface latency 
	DL & UL:
32 bytes
Periodic deterministic traffic model with data arrival interval 2 ms
	Motion control

	Rel-15 enabled use case (e.g. AR/VR) 
	99.999 
	1 ms (air interface delay) for 32 bytes
1 ms and 4 ms (air interface delay) for 200 bytes 
	DL & UL:
32 and 200 bytes 
FTP model 3 or periodic with different arrival rates
	

	
	99.9
	7 ms (air interface delay)
	DL & UL:
4096 and 10 K bytes
FTP model 3 or periodic with different arrival rates
	

	Transport Industry

	99.999
	5 ms (end to end latency)
Note: 3 ms air interface latency 
	UL: 
2.5 Mpbs; Packet size 5220 bytes
DL: 
1Mbps; Packet size 2083 bytes
Note: Data arrival rate 60 packets per second for periodic traffic model
	Remote driving 
(TS 22.186: 5.5)

	
	99.999
	10 ms (end to end latency)
Note: 7ms air interface latency
	UL&DL: 
1.1 Mbps; Packet size 1370 bytes 
Note: Data arrival rate 100 packets per second for periodic traffic model
	Intelligent transport system (ITS)
(TS 23.501, TS 22.261)



Periodic traffic models in Rel-16 NR URLLC/IIoT have the following characteristics:
· Periodic traffic
· Fixed packet size, the same packet size for both DL and UL for AR/VR
· isochronous traffic for each UE
· Single data flow for a UE
Note in Rel-16 study item on URLLC, when eMBB/URLLC traffic mix at the cell level were considered in some evaluations, i.e. there can be URLLC UEs and eMBB UEs in an evaluation. However for a single UE, the traffic profile is either for URLLC or for eMBB.

Review on SA4 traffic models
In SA4 [10][8][9] different approaches are adopted for the modeling of traffic flows, for video streams, trace-based approach has been considered, for other data flows, statistical models or characteristics have been used. SA4 has discussed a number of XR applications, including VR2, AR2 and cloud gaming. For AR2, the overview of SA4 study with many details is provided in Appendix, some salient points of AR2 (XR conversational) are captured below. 
Review on SA4 traffic model for AR2 [10]
	Media
	Format and Model
	E2E Latency requirement

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering for DL
	60ms
100ms 

	3/6 DOF Pose
	Same as for VR2 for UL
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational
100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms



For AR2, in the downlink, there are 3 data flows [10]:
· 2D video (leverage the modeling work of split rendering)
· Audio 
· Data stream 
For AR2 in the uplink, there are 5 data flows [10]:
· Video + Depth
· Front facing Camera
· 3/6 DOF Pose
· Audio
· Data stream 

One key observation is that uplink traffic includes two video streams, with throughputs (capped VBR 10/20 Mbits/s and CB 3 Mbit/s respectively) far above that of 3/6 DOF pose (200 kbits/s). Even the audio and data streams’ throughput requirements are much higher (256/512 kbps and 0.5 Mbps respectively).  With that, it should be clear uplink is NOT used only for 3/6 DOF pose, uplink traffic and its study cannot be just an afterthought from downlink traffic and its study. Evaluation on uplink traffic, including selecting proper DL/UL resources, can reveal whether any issue can be identified in the support of important XR applications, and whether any potential enhancements could be made. We have
Observation 2: From SA4 traffic model on XR conversational, it is clear that uplink traffic is with substantial throughput requirements. 

Proposal 1: It is key to include uplink traffic with substantial throughputs in the study of AR2. 

We note these data flows are associated with different throughput, periodicity, latency & reliability requirements. As user experience would be compromised if the QoS requirement of any of  the data flows is not met, it is important to capture multiple data flows in the XR traffic model to ensure their proper study. 

We have
Observation 3: SA4 study on AR2 indicates multiple data flows are present in both downlink and uplink. 

Note for video+Depth (uplink), capped VBR is assumed, and the video frame payload varies over time. This is another point which should be reflected in the traffic model. More discussions are provided below.
[bookmark: _Toc54284043]Discussion on traffic models

In [7], traffic models for web browsing, FTP and WAP, etc. are provided. Their complexities are much more than what has been used in 3GPP RAN1, and immediate layers between the application layer & physical layer such as the transport layer (TCP/UDP) and radio link layer behaviors should be considered also. Since for RAN1 study, we typically don’t model higher layers’ behavior, we do not consider such an approach further.

Video streams
From the discussion on the use cases, we can see video traffic generates substantial portion of the data in XR service. Hence it is helpful to review the video codecs and their corresponding traffics. From such a review, our goal is to reflect its characteristics in the traffic model without explicitly modeling the video codec output.

For each generation of video coding standard, from MPEG-2 to H.264 (Advanced Video Coding), H.265 (High Efficiency Video Coding) and H.266 (Versatile Video Coding), good video quality at increasingly lower bit rates with lossy coding has been targeted. Similar to MPEG-2, in H.264, a video stream consists of video frames, correlation with a video frame (spatial correlation) and correlation among video frames (temporal correlation) can be exploited to reduce the required the average data size of video frames. 
More specifically, three types of pictures are used in video compression:
· An I-frame (Intra-coded picture) is a complete image
· A P-frame (Predicted picture) needs to account for only the changes in the frame from the previous frame. 
· A B-frame (Bidirectional predicted picture) saves even more space by using differences between the current frame and both the preceding and following frames to determine its content.

With video coding, group of pictures, or GOP structure, specifies the order in which intra-frame (I-frame) and inter-frame (P-frame or B-frame) are arranged. The GOP structure can be represented by a sequence, e.g. with IBBPBBPBBPBBI, then two I-frames are spaced by 12 frames, and a P-frame is inserted every 3 frames after an I-frame until the next I-frame, and the remaining frames are for B-frames.

It can be seen in general that P-frames/B-frames tend to have smaller sizes than I-frames with approximately the same scene. Of course, a specific I-frame for one scene may be of a smaller than a specific P-frame with another scene. Capped VBR has been suggested in SA4 study for video streams.

We can observe with modern video codec, correlation in the spatial domain or the time domain can be exploited to reduce the frame size of a video frame; and video frames are generated periodically with time-varying size.

Similar to UE capabilities in radio access, H.264 also has defined “profiles” to include different video coding capabilities and “levels” for decoder performance such as maximum decoding speed and maximum frame size. One can imagine support of those profiles & levels can affect the generated video traffic, however optimization according to a specific codec profile/level should not be our goal in RAN1. 


In [4], two aspects in video traffic modeling are discussed:
· the distribution of frame sizes; 
· The Q-Q plot was suggested to identify the empirical distribution for frame sizes.
· Correlation of frame sizes in the time domain

Also in [4],  a number of models for the correlation between frames sizes of I-frame and P/B-frames are compared: 
· Autoregressive (AR) models: The next frame size in a video sequence is obtained as an explicit function of previous ones within a time window.
· Models based on Markov processes
· …
The comparisons have identified some models fit better than other models with a given video traffic trace. It remains to be seen to what degree correlation of video frame sizes can be modeled for selected XR use cases. 

Audio stream, data stream and others

It is clear from the SA4 XR traffic study, not everything is about video stream. There are also important data flows, such as audio, data stream and 3/6 DOF pose. We note those data flows may have different periodicities, e.g. audio stream can be modeled with frame duration of 20 ms, and packets with data stream may come with every 10 ms. They can also have different reliability requirements, for both audio and data stream, the packet error requirement is to be no larger than 0.1%, while for video streams a number of error requirements has been suggested in SA4 study. Due to these reasons, for modeling point of view, such traffics cannot be “merged” or “lumped” together.  We have

Proposal 2: In RAN1 study, data flows with different QoS requirements in XR study should be modeled separately. 

Note it can be explored whether and how to merge data flows with the same QoS requirements and traffic characteristics into a single data flow to reduce the number of data flows in the study.

[bookmark: _Toc54284044]One packet vs multiple packets for a video frame

Application layer traffic such as generated by H.264 can be carried by various ways with the lower layers. If a video frame is of a large size, it can be segmented at lower layers. In one example, MTU (Maximum Transfer Unit) of 1500 Bytes is assumed for IP packets, because of the maximum size of an Ethernet packet payload (with 14 Bytes for ethernet header and 4 Bytes for CRC then the maximum size of an ethernet packet is 1518 Bytes). Hence one video frame can lead to multiple packets at lower layers; that raises a question whether at the physical layer one packet arrival or multiple packet arrivals should be modelled corresponding to a single video frame.

RTP         (12 Bytes)
UDP 
(8 Bytes)
IP (20 Bytes)
H.264


	
Figure 4 Example of protocol stack/headers for H.264 traffic



To address that question, a data flow for downlink [6] is included below. In TS 38.300 [6],   “an example of the Layer 2 Data Flow is depicted on Figure 6.6-1, where a transport block is generated by MAC by concatenating two RLC PDUs from RBx and one RLC PDU from RBy. The two RLC PDUs from RBx each corresponds to one IP packet (n and n+1) while the RLC PDU from RBy is a segment of an IP packet (m)” as shown in the Figure below. 




Figure 2 Source: Figure 6.6-1: Data Flow Example, TS 38.300 (v15.b.0)
From that, one transport block can include payload from multiple IP packets. If IP packets for the same video frame arrive at the gNB at a faster pace than those packets can be transmitted in transport blocks in the NR air interface as shown in Figure 3, then treating the traffic arrival due to a single video frame as a single packet or multiple higher layer packets does not make material difference for RAN1 evaluation as long as the traffic size is accounted for properly. To simplify the physical layer evaluation, it may be enough to assume a for a video frame a single file arrives at the gNB data buffer in the XR traffic model. 
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Figure 3 Fast IP packet arrival and slower transport block dispatches

By inspecting Figure 1, we can also see headers added from various layers, e.g. RTP/UDP/IP/SDAP/PDCP/RLC… may increase the load seen at the MAC layer. Then the packet size for a video frame may need to be increased to account for those headers accordingly. If the video frame is large, e.g. one for 4K video, then whether or how to model added packet size due to those headers can be considered. To simplify the modeling work at the physical layer, one option is to include all the overhead due to headers in the traffic generation model itself.

[bookmark: _Toc54284045]Multiple data flows

For XR use cases discussed in SA4, video stream, audio stream, and UE pose/control streams all need to be transmitted or received by the UE.  First thing we note is that those traffics’ periodicities can be different, for example video stream can be generated at 60, 90 or 120 frames per second, but a packet is generated very 20 milliseconds for an audio stream. And their sensitivity to packet loss and latency can be also different, in another word they have different QoS requirements. From that, it is not suitable to lump the traffics for all them in the same data flow, that would force the same treatment for gNB for them. For that reason, it is important to model multiple data flows with different QoS requirements.
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Figure 5 Multiple data flows for XR service

Comparing the requirements for traffic modeling for XR, and existing 3GPP RAN1 models, we have observations as follows:
1. For FTP1 and FTP3, inter-packet arrival time is not periodic, which may not model the arrival time pattern as expected for XR service.
2. For FTP1, FTP 3 and periodic traffic models, a fixed packet size is assumed. Video codecs can generate packets of substantially varied packet sizes.
3. As there is a single data flow in the evaluation, latency requirements are enforced for the traffic as a whole.
4. For audio/video streams, there can be different latency/reliability requirements.


Now it should be clear XR traffic modeling requires models other than the existing 3GPP RAN1 models; and new traffic models are motivated. For new traffic models, the following are required from discussion above: 

· To model traffic with XR applications, it is necessary to model multiple data flows (e.g. for audio, data stream and video) for each direction (DL or UL); 
· For each data flow it is necessary to model
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements

Merging data flows

Important traffic characteristics are included in SA4 LS to RAN1 for various XR use cases. 

Considering RAN1 evaluation effort, merging data flows for simpler evaluation can be conducted based on sound methodology. In general, data flows with similar characteristics can be candidates for merging. Data and audio streams share some similarity, in terms of error rate requirement and latency requirement; hence it is reasonable to consider using one combined stream to model both. As the frame duration of audio stream is at 20 ms, and the periodicity of data stream is at 10 ms, we suggest 10 ms is used for the periodicity of the combined stream. To simplify the modeling effort, a constant bit rate packet model can be assumed for the combined stream. Note precisely speaking, there is a fluctuation in the combined packet size of the data stream and audio stream. 

For downlink, it has been proposed by some companies to use a single stream to represent all three data streams: video, audio and data streams. We can examine whether that can be justified or not. We examine the audio stream which is generated with a 20 ms framing duration, a video stream at 60 fps. When merging two streams into one, e.g. merging the audio stream into the video stream, the largest extra-alignment latency is 13.33 ms by inspecting the figure below. For downlink, as the video frame can have X ms jitter for packet arrival, then the worst alignment latency is actually 17.33 ms. For AR2, two users may use each own’s wireless device to communicate with each other. Hence the same alignment latency ins also incurred for uplink (13.33 ms). From the audio stream, one can refer to Section 4.3 in TS 26.445 (Codec for Enhanced Voice Services (EVS); Detailed algorithmic description) for audio codec delay, which is given as 32 ms. Hence considering just the extra-alignment latency due to combining audio streams and video stream into a single stream, and the audio codec delay, 62.67 ms is consumed in the 100 ms end-to-end latency budget. In the analysis, we have not considered extra-alignment latency due to TDD split (DDDUU and DDDSU have been agreed for TDD configurations). Hence once TDD DL/UL split is considered, the budget left for air interface delay becomes even smaller. It is not obvious at all the combined stream can support both video and audio streams while meeting respective stream’s QoS requirement.

Hence we propose the following for modeling data /audio streams for both DL and UL:

Traffic model for data/audio streams
· Periodic: 
· 10 milliseconds for framing (SA4 input: 10 ms for data stream and 20 ms for audio)  
· Data rate 
·  0.756 Mbps/s or 1.12 Mbps (SA4 input: 256/512 Kbps for audio, 0.5 Mbps for data)
· Packet size: constant packet size calculated from periodicity and data rate
· These are to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· End-to-end (mouth-to-ear) latency: 100 ms (SA4 input: 100 ms for both data and audio stream)
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Figure 6 Alignment latency when merging audio and video streams

 
Proposed traffic model

We have discussed 3GPP and non-3GPP traffic models in the previous section, traffic model design considerations for XR.  We propose adopting the following model for XR study:
· For each UE, there are   associated data flows (e.g.   =4).
· Data flow is associated with a periodicity   (e.g. 60 frames/second) with which packets are generated at regular time epochs for the data flow; 
· For data flow  the packet size can be fixed or follow a statistical distribution which is denoted by .
· packets with data flow   are associated with a latency bound    and reliability requirement  (e.g. targeted packet rate) and a packet is discarded if it has not been successfully received within the latency bound .
· The latency of a packet is counted from the packet’s arrival in the transmitter’s data buffer
· For example, we can use the representation   for 2 data streams.   
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Figure 7  Two periodic data flows with equal packet sizes for each
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Figure 8 Two data flows with periodic packet arrival with time-varying packet size


We have
Proposal 3:
· In the traffic model for XR, multiple data flows (e.g. for audio and video) for each direction (DL or UL) are generated for a UE; 
· Each data flows can be configured separately with
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements

Proposal 4:
· For XR conversational, for each data flow, the following can be configured separately:
· Periodicity
· Packet size distribution (e.g., fixed or following a distribution)
· Data flow specific latency and reliability requirements
· downlink traffic includes the following data flows:
· 2D video 
· Audio 
· Data stream 
· uplink traffic includes the following data flows:
· Video + Depth
· Front facing Camera
· 3/6 DOF Pose
· Audio
· Data stream 


[bookmark: _Toc54284050]Conclusion
In this contribution we provide our views on XR traffic models. We have 
Observation 1:  traffic generation’s adaptation according to radio condition can complicate simulation evaluation for physical layer enhancements.

Observation 2: From SA4 traffic model on XR conversational, it is clear that uplink traffic is with substantial throughput requirements. 

Observation 3: SA4 study on AR2 indicates multiple data flows are present in both downlink and uplink. 

Proposal 1: It is key to include uplink traffic with substantial throughputs in the study of AR2. 

Proposal 2: In RAN1 study, data flows with different QoS requirements in XR study should be modeled separately. 

Proposal 3:
· In the traffic model for XR, multiple data flows (e.g. for audio and video) for each direction (DL or UL) are generated for a UE; 
· Each data flows can be configured separately with
· Periodicity
· Packet size distribution (e.g. fixed or following a distribution)
· Data flow specific latency and reliability requirements

Proposal 4:
· For XR conversational, for each data flow, the following can be configured separately:
· Periodicity
· Packet size distribution (e.g., fixed or following a distribution)
· Data flow specific latency and reliability requirements
· downlink traffic includes the following data flows:
· 2D video 
· Audio 
· Data stream 
· uplink traffic includes the following data flows:
· Video + Depth
· Front facing Camera
· 3/6 DOF Pose
· Audio
· Data stream 
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Appendix: Description of AR2 (“XR Conversational”) in SA4 study
The overview of AR2 study in SA4 is captured in [10], and it is included below for easy reference.
AR2: “XR Conversational”
5.1	Overview
Detailed system design and modeling assumptions are provided in S4aV200617 and S4aV200619.

	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms
100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational
100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms



5.2	Simulation Downlink

Downlink simulation model is provided in the following
1) Content Model: 
a. Video is identical to VR2 simulation
b. Audio
i. Max Sampling Rate: 48 kHz
ii. Inter-frame time: 20-21.3 ms
NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs
c. Data Stream
i. Inter-frame time: 10 ms
2) Encoding Model
a. Video is identical to VR2 simulation
b. Audio
i. [bookmark: _Hlk61482763]Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)
ii. Average data Rate : 256 / 512 kbps
iii. Packet Loss rate should be below 0.1%
c. [bookmark: _Hlk61482778]Data Stream
i. Average data Rate : <0.5 Mbps
ii. Packet Loss rate should be below 0.1%
3) Content Delivery Model
a. Video: Identical to VR2
b. Audio and data are tbd

4) Delivery receiver
a. Video Identical to VR2
b. Audio and data are tbd
5) Decoding Model
a. Video identical to VR2
b. Audio and data are tbd
6) Quality evaluation tool.
a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer
i. IP Packet loss rate
ii. IP Packet late rate
iii. Slice loss rate
iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers
d. Multi-user
i. Average over all users
ii. Percentile of support
e. Audio and Data are tbd
7) A model for the uplink traffic in a similar fashion also providing packet traces.
a. Uplink Pose information
i. Identical to VR2
b. Reverse uplink audio and video encoding see clause 5.3
Assumptions are taken for now and may change, either by configuration updates or additional modelling.
5.3	Simulation Uplink
It is proposed to do a reversed uplink.
1) Content Model: 
a. [bookmark: _Hlk61483695]Video
i. Camera Signal with 1920 x 1080 at 60fps.
ii. Content and Trace Preview is here: tbd
b. Audio
i. [bookmark: _Hlk61482679]Max Sampling Rate: 48 kHz
ii. Inter-frame time: 20-21.3 ms
NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs
c. Data Stream
i. Inter-frame time: 10 ms
2) Encoding Model
a. [bookmark: _Hlk61483735]Video
i. Encoding Models see S4aV200626, detailed configurations in S4aV200631, clause 4.4. Summary provided below
ii. HEVC, target bitrate 10 Mbit/s (capped VBR) or AVC target bitrate 20 Mbit/s (capped VBR).
iii. Slice based encoding (4 slices) or 1 frame
iv. Intra Refresh (1 slice per frame) or every 60th frame.
v. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms
vi. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)
b. Audio
i. Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)
ii. Average data Rate : 256 / 512 kbps
iii. Packet Loss rate should be below 0.1%
c. Data Stream
i. Average data Rate : <0.5 Mbps
ii. Packet Loss rate should be below 0.1%
3) Content Delivery Model
a. Video: Identical to VR2
b. Audio and Data are tbd

4) Delivery receiver
a. Modeling according to S4aV200626
b. Packets are dropped if late
c. Slice loss model (1 lost packets per slice results in slice loss)
d. Timestamp of slice if time stamp of latest packet of slice
e. Maximum latency for slice: 80ms (see TR 26.928, clause 4 and 6.2.5.1)
f. Audio and Data: tbd

5) Decoding Model
a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh
c. Audio and Data are tbd

6) Quality evaluation tool.
a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer
i. IP Packet loss rate
ii. IP Packet late rate
iii. Slice loss rate
iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers
d. Multi-user
i. Average over all users
ii. Percentile of support
e. Audio and Data are tbd
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