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Background
The SID[1] of SI for XR Evaluation provides the justification and objectives of the study – including the confirmation of applications of interest,  identification of traffic model(s), and identification of KPIs and evaluation methodology. Based on these, RAN1 is to carry out the evaluation of XR in 5G under various scenarios and traffic conditions towards characterization of the identified KPIs.

In this paper, we provide initial XR evaluation results with focus on capacity and power. These results are based on our own evaluation assumptions given that RAN1 still under discussion of KPIs, evaluation methodology, traffic model, etc. 
System Model


[bookmark: _Ref61511922]Figure 1: XR Distributed Computing Architecture (from [4])

This section presents system-level simulation results for XR applications. The system model assumes a split-rendering framework as shown in Figure 1. The system consists of an XR device and an XR server which assists the XR device with the rendering and encoding of video frames. The XR device samples the pose of the user and transmits pose updates over the uplink to the XR server. Rendering epochs occur periodically, where the periodicity is based on the video frame rate. At each rendering epoch, the server uses the most recent version of the XR device pose as the reference pose for the purpose of rendering the next video frame. The XR server then encodes the frame and transmits the encoded frame over the downlink to the XR device for decoding and display.
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Simulation Assumption for FR1
This section includes the simulation assumptions used for FR1. Note that these assumptions are not necessarily in line with currently agreed RAN1 evaluation assumptions.
	
	UMi
	UMa
	InH

	BS Antennas 
(M, N, Mg, Ng, P; Mp, Np)
	(8, 16, 1, 1, 2; 2, 16) 
with 64 TXRU
	(4, 4, 1, 1, 2; 4, 4) 
with 32 TXRU

	BS Antenna spacing
	dH= 0.5 λ, dV= 0.8 λ
	dH= 0.5 λ, dV= 0.5 λ

	Carrier Frequency
	3.5 GHz

	System Bandwidth
	100 MHz

	Numerology
	30 KHz SCS, 0.5 ms slot duration

	UE PHY processing delay
	Capability 1

	gNB PHY processing delay
	3 slots

	Sim Duration
	10 seconds

	UE antennas
	4 RX, 2 TX (Co-pol)

	Layout
	21 cells w/wraparound
(Multi-floor model for indoor UEs)
	12 gNBs 
(single sector per site)

	Channel model, ISD
	3D UMi 200m
	3D UMa 500 m
	InH

	Outdoor UEs %
	20 %
	0 %

	BS antennas mechanical downtilt
	0
	90 degrees (pointing downward)

	BS antennas electrical vertical steering angle
	96 degrees
	N/A

	Antenna Gain
	BS: 8 dBi       UE: 0 dBi per element

	Noise Figure
	BS: 5 dB, UE: 7 dB

	gNB Max Power
	44 dBm
	49 dBm
	24 dBm

	UE Max Power
	23 dBm

	Doppler
	3 Kmph

	TDD Config
	DDSU (S: 2 PDCCH, 8 PDSCH, 2 guard, 1 PUCCH, 1 SRS)

	Scheduler
	MU-MIMO PF Metric Based

	Guard Band Overhead
	2.08% (272 RBs in 100 MHz)

	Channel Estimation
	Realistic



Capacity
Baseline XR Capacity for Different Applications

This section presents the capacity results for different XR applications. We consider four types of XR applications with different traffic characteristics and requirements as described below:
	Scenario
	Bit-Rate (Mbps)
	File Delay Budget (ms)
	File Arrival Rate (files/s)

	VR A
	100
	10
	120

	VR B
	60
	10
	120

	Augmented Reality
	30
	10
	60

	Cloud Gaming
	25
	15
	60



In this model, the term “file” refers to a burst of traffic that constitutes a related group of data. For applications which use two eye-buffers per frame (for the left and right eye), we assume that the arrivals of the eye buffers are staggered by half the frame period. In this case, each eye buffer constitutes a file. The files arrive at the rate shown in the table, but the effective video frame rate is half of the rate shown in the above table. For example, the 120 files/s arrival rate for the “VR A” scenario can be interpreted as a 60 frames/s video frame rate with left and right eye buffers arriving in a staggered manner. For applications which do not use two eye-buffers per frame, a file corresponds to a video frame and the video frame rate is equal to the file arrival rate shown.
The percentage of satisfied UEs is shown as a function of the number of UEs per cell. A UE is said to be satisfied if 99% or more of the downlink files are successfully delivered within the delay budget.
Effect of number of users per cell
Figure 2 shows the XR performance for the UMi layout with a mix of 80% indoor UEs and 20% outdoor UEs. 
[image: ]
[bookmark: _Ref61513081]Figure 2: Percentage of satisfied UEs (UMi, FR1)

Figure 3 shows the XR performance for the UMa layout with a mix of 80% indoor UEs and 20% outdoor UEs. 
[image: ]
[bookmark: _Ref61513170]Figure 3: Percentage of satisfied UEs (UMa, FR1)

Figure 4 shows the XR performance for the InH layout. 
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[bookmark: _Ref61513241]Figure 4: Percentage of satisfied UEs (InH, FR1)

Effect of video frame rate
Different video frame rates can result in different traffic burst periodicity. Figure 5 shows the performance for two different values of the arrival rate (60 files/s and 120 files/s) at different bit-rate levels for a fixed delay budget of 10 ms in UMi layout with 100% outdoor UEs. For the same bit-rate, the smaller frame rate results in larger file sizes. Since larger files need to be delivered within the same delay budget, the percentage of satisfied UEs is smaller. Note that from capacity perspective, increasing frame rate is helpful for capacity increase. But, from power perspective, this is not good approach since reduced frame inter arrival time gives reduced time for UE to enter sleep state.
Observation 1: For a given data rate and FDB, increasing frame rate is helpful for increasing the capacity due to decreased file size and spread of traffic arrival. However, from power perspective, increasing frame rate could increase overall UE power consumption due to reduced potential sleep duration between frame arrivals.
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[bookmark: _Ref61516345]Figure 5: Effect of frame rate

Effect of Delay Budget
Figure 6 compares the performance for three different choices of the delay budget, namely, 10 ms, 15 ms and 300 ms. Relaxing the delay budget increases the percentage of satisfied UEs. The results shown here correspond to the UMi layout with 100% outdoor UEs.
Observation 2: Larger file delay budget can provide a higher capacity.
[image: ]
[bookmark: _Ref61518588]Figure 6: Effect of delay budget

UE staggering in time with traffic offset
One consideration that may impact the system capacity for XR is whether the periodic traffic pattern of different XR users are aligned or staggered relative to each other. Figure 7 presents the results comparing three options for the arrival offset across users. The results shown are for a single-cell simulation. The option where all UEs have the same offset has the worst performance. A random staggering improves performance further. The best performance is for the case where the UEs have arrival offsets that are uniformly spread out within the arrival period.
Observation 3: In single cell scenario (hot spot scenario), coordinating the traffic arrival could increases the XR capacity. 
[image: ]
[bookmark: _Ref61523227]Figure 7: Effect of staggered arrival across UEs

File Boundary and DA scheduling
Figure 8 compares the XR performance for two types of schedulers: proportional-fair scheduling and delay-aware scheduling. The delay-aware scheduler uses a scheduling metric that is based on the proportional-fair metric, but incorporates the knowledge of the delay experienced by the files. Specifically, the scheduling metric gives higher weight to users that are nearing the deadline. The results show that this approach increases the performance and results in a larger percentage of satisfied UEs. The results shown here correspond to the UMi layout with 100% outdoor UEs.
Observation 4: Delay Aware scheduling could provide XR capacity increase.
[image: ]
[bookmark: _Ref61523679]Figure 8: Effect of delay-aware scheduling
Last-In-First-Out (LIFO) for Pose Update in Uplink
In terms of uplink performance for the pose updates sent on the uplink, what matters to end-user experience is how old is the pose that the server uses as a reference to render the next video frame. Specifically, we use a metric called ‘age of pose’ which is defined as follows. Suppose a server renders a frame at time T. The age of pose is (T – X), where X is the sampling time of the last pose that the server received before T. 
Referring to Figure 9, pose 2 is the last pose that the server received before the render time T (since pose 3 was lost). Therefore, X is defined to be the sampling time of pose 2, and the age of pose is computed as (T – X).
[image: ]
[bookmark: _Ref61528404]Figure 9: Age of pose

In this context, if the queue builds up at the UE, then transmitting the most recently sampled pose (i.e., a last-in-first-out queuing policy) could reduce the age of pose, as compared to a first-in-first-out policy. Figure 10 shows the 95th percentile of the age of pose for different settings. For 500 byte pose packet size every 2ms, at high loading, the results show that LIFO policy can provide significant reduction in age of pose compared to FIFO policy.
Observation 5: The Last-In-First-Out (LIFO) buffering scheme could provide significant reduction of AOP compared to FIFO policy.

[image: ]
[bookmark: _Ref61528721]Figure 10: Uplink pose update performance: FIFO vs LIFO

[bookmark: _GoBack]Power
In this section, we provide the initial results for UE power consumption evaluation.
Simulation Assumption for Power Evaluation
For UE power consumption evaluation, we have used the power model in 38.840. However, for the system level power evaluation, we have used interpolated UE power consumption for UEs with tx power level other than 0dBm and 23dB. Detailed enhancement is captured in our companion paper [3]. Other simulation assumptions in this section follows what is given in Section 3.
Geometry vs UE Power Consumption
Figure 11 (left) shows the relation between power consumption (only DL reception, ACK, SRS were captured)) and geometry. UEs closer to the cell center (w/ higher geometry) consumes lower power. Those UEs closer to cell center receive DL data with higher spectral efficiency and fewer number of TBs, which accordingly reduces the file transfer delay. This is translated to lower power consumption as shown in Figure 11 (right).
[image: ] [image: ]
[bookmark: _Ref61501870]Figure 11 Power consumption vs geometry and mean file transfer time 
Observation 6: Low geometry UEs consume higher power (e.g., ~2 times more than higher geometry UEs) due to longer file transfer time.

Tradeoff of Capacity and Power
In this section, we provide evaluation results showing the tradeoff between capacity and power for different power saving mechanisms and discuss the need for joint capacity and power study. 
The Figure 12 shows the tradeoff between capacity (% of satisfied UEs) and power saving gain (%) for various schemes including 
· No PS: The is the scheme without power saving technique applied, i.e., UE is always in Active Time.
· Genie: UE sleeps all the slots except when Rx/Tx happens. Upper bound of power saving gain w/o capacity loss.
· R15/16 CDRX mechanism
· Enhanced CDRX: R15/16 CDRX has limited set of configurable periodicities which cannot support the typical video frame rates (e.g., 60Fps, 120Fps, etc). The enhanced CDRX is a scheme which is free from such mismatch.
In Figure 12, each point corresponds a (capacity, power) of a DRX configuration of (X,Y,Z), where X is for CDRX cycle, Y for inactivity timer, Z for on duration timer. For Enh. CDRX, X is longer window inside which drx start offset is adjusted to be matched with traffic arriving timing. In this case, we assumed 120Fps of DL traffic. This result came from system level study where 3 UEs per cell are simulated with 57 cells. We have used statistical traffic model with average data rate of 100Mbps with 120Fps. The file delivery budget of 10ms is assumed. 
Observation 7
· No PS scheme, by definition, gives 0% power saving gain and highest capacity.
· Genie by construction has the same capacity as baseline. The Genie scheme provides the highest power saving gain without affecting capacity.
· The choice of CDRX parameters has high impact on capacity. The choice of CDRX cycle determines UE power saving gain since it determines how long a UE can sleep in the absence of traffic. Longer cycle could provide higher power saving gain. However, too long DRX cycle can increase buffering delay and could trigger packet drop for not meeting delay requirement. Thus, longer DRX cycle (and short inactivity timer) could have negative impact on capacity. This trend is seen for both R15/16 CDRX and enhanced CDRX scheme.
· For a given XR traffic (120Fps in this case), the enhanced CDRX mechanism shows the better capacity – power tradeoff. That is, it could achieve higher power saving gain than R15/16 CDRX scheme for the same capacity.
Due to this tradeoff between power and capacity, power evaluation needs to be done with capacity jointly. To be more specific, power saving comparison among different cases should be done with the same capacity constraint. Without such constraint, it is difficult to make a fair evaluation for schemes of interest since one scheme with higher power saving gain could lead to lower capacity. Therefore, power study needs to be done under the same capacity constraint. 
In this regard, throughout the reset of this contribution, we used following parameters for Enhance CDRX (long cycle is adjusted matched to traffic arrival within 25ms period, inactivity timer = 3ms, on duration timer = 3ms).

[image: ]
[bookmark: _Ref61429213]Figure 12 Tradeoff between capacity and power 

Impact of # of UEs for Different Power Saving Schemes
In this section, we provide results showing the impact of the number of UEs and different power saving schemes including baseline, genie, and enhanced CDRX(25,3,3).
Figure 13 (left) shows the distribution of power saving gain of R15/16 CDRX and Enhanced CDRX and Genie for two different UE per cell cases. There are a few things to note here. First, increasing the number of UEs per cell increases UE power consumption. With larger number of UEs per cell, gNB takes more time to finish file transfer to UEs. This requires UEs to stay longer in DRX ON time and accordingly makes UE consume higher power. Second, we see that there is large gap between Genie and Enhanced CDRX and even larger gap between Genie and No PS case. Error! Reference source not found. (right) shows the distribution of power saving gain in % of each scheme, where the gain is computed w.r.t the power consumption of No PS. This large power saving gain indicates that there is large potential for improvement in power consumption.
Observation 8
· Increasing the number of UEs per cell increases the power consumption of UEs. 
· There is large gap between Genie and Enhanced CDRX.
· There is large gap between Genie and No PS.

[image: ] [image: ]
[bookmark: _Ref61515254]Figure 13 CDF of UE power consumption and power saving gain (%)

Effect of Two Eye Buffer Alignment
In this section, we show the impact of two eye buffer alignment on power consumption. In XR traffic, the video frames for two eye buffers can be sent either separately (with staggered in time) or together at the same time. The staggering in time could spread the traffic in time, but requires UE wake up longer time, which increases UE power consumption. The Figure 14 shows the cdf of power saving gain for cases of staggered and aligned. We see that aligned case provide higher power saving gain in all cases due to increased sleep duration between frame arrivals.
Observation 9: Aligned two eye buffer arrival could provide high chance of power saving.
[image: ] 
[bookmark: _Ref61533551]Figure 14 Impact of two eye buffer lignment in terms of power saving gain

UE Staggering in Time with Traffic Arrival Offset
In this section, we show the impact of traffic arrival offset alignment across UEs on capacity in hot spot scenario (single cell). UE’s traffic arrival timing could be different for different UEs. Without any coordination, the traffic arrival offset could be random. The worst case would be the case where all UEs have the same offset. In such case, large amount of traffic to multiple UEs arrives at the same time, which could increase burden of scheduling at gNB, and increases the file transfer delay of UEs. The best case would be spread the traffic arrival offset uniformly such that each users traffic arrival is not overlapping with each other. In this case, Ue can receives its own traffic quickly and enter sleep mode quickly. Figure 15 shows the CDF of power saving gain for the two cases. As shown, significant power consumption is expected by coordinating traffic arrival.
Observation 10: Staggered traffic arrival across different UE could provide power saving opportunity. 

 [image: ]
[bookmark: _Ref61536826][bookmark: _Hlk61607628]Figure 15 The CDF of power saving gain (hot spot scenario)

Power Consumption Breakdown
In this section, we provide the power breakdown of cell edge UEs (with no PS scheme). In this result, we consider both DL traffic and UL traffic simultaneously. In UL, only pose information is sent and corresponding power contribution is also counted. Figure 16 shows the breakdown for different UL pose tx periodicity. As shown, frequent UL transmission (2ms) consumes highest power. In this case, pose traffic is generated every 2ms, so UE has to wake up and send. Thus, it makes UE be awake always which leaves no power saving chance. With the case of larger pose transmission periodicity (16.67ms), UE could have chance to enter sleep duration, which reduces overall UE power consumption. The Genie case having no slot with PDCCH-only has minimal power consumption. It is observed that significant power reduction could be achieved by providing UE with more chance for sleep. However, this needs to be done carefully while meeting delay bound requirement. It is expected that UL power contribution could be even higher than shown here when UL scene update is considered as well.
Observation 11: Power consumption contribution from UL tx is significant. The UL tx power contribution can be reduced significantly by reducing UL tx periodicity.

[image: ]
[bookmark: _Ref61538148]Figure 16 Power break down for cell edge UEs



FR2 Evaluations
In this Section, the downlink and uplink System capacity evaluations for VR application users in Indoor Hotspot and Urban Microcell deployment scenarios are presented. For the results presented here, the system capacity is defined as the maximum number of users/UEs per cell with at least 90 % of users/UEs satisfying the application requirements. These application requirements, the DL and UL traffic models as well as the System parameters are presented in Subsection 2. In Subsection 4.2 , we present the baseline system capacity results. In addition, the impact of the choice of system bandwidth, impact of blocking by objects in the environment and staggering of user’s packet arrival time are also presented.
4 [bookmark: _Ref61605091]
Application Model and System Parameters
[bookmark: _Ref61605060][bookmark: _Hlk61431790]VR Traffic Model
For our evaluations, we use the VR A traffic model present in Subsection 3.1.1 for our evaluations. The major traffic parameters are summarized in Table 1.   
[bookmark: _Ref53689133][bookmark: _Ref54358913]Table 1 DL VR Traffic Parameters
	Parameters
	Values

	Bit Rate
	100 Mbps

	Frame Rate
	2x60 fps

	PDB
	10ms

	Packet Error Rate
	1 %



UL Traffic Model 
For the UL evaluations, uplink pose information are periodic in nature and a fixed packet size. The UE transmits this pose information to the gNB. The parameters for this uplink traffic are summarized in Table 2 below.
[bookmark: _Ref61606688][bookmark: _Ref61606339][bookmark: _Hlk61611930][bookmark: _Hlk61570299][bookmark: _Hlk61440915]Table 2 UL Traffic Parameters
	Parameters
	Values

	Pose generation Periodicity
	2ms

	Packet Size
	100 bytes

	PDB
	10ms



System Parameters for Capacity Evaluations
The system parameters used for the DL and UL simulations are presented in Table 3.  Even though some parameters were agreed in RAN1#103e meeting, however other parameters are still being finalized therefore, the parameters or configurations used in these evaluations may not be always aligned with the parameters agreed in RAN1#103e meeting. Once all the evaluation parameters and configurations are defined, future evaluations would be based on those parameters.



[bookmark: _Ref61606675]Table 3 System Simulation Parameters
	Parameters
	Values

	Deployment Scenario
	Indoor Hotspot Office (InHO)
	Urban Microcells (UMi)

	Carrier Frequency 
	28 GHz

	Simulated BW   / BW efficiency
	400 & 800 MHz sim BW / 95% BW efficiency for overhead calculation
	400 & 800 MHz sim BW / 95% BW efficiency for overhead calculation

	Deployment
	Indoor, 1 sector (Pointing down)
12 nodes in 50 m x 120 m
	19 sites, 3 Sectors each
57 gNBs

	# of UEs per Cell
	5,10,15, 20, 25

	SCS
	120 KHz

	TDD Configuration
	8D2U

	ISD
	20m
	100m

	SU-MIMO/MU-MIMO
	SU-MIMO

	gNB antenna array, 

Antenna element gain
	{M, N, P} = {16, 8, 2}, 128 ant. elements per pol,   

5 dBi
	{M, N, P} = {32, 8, 2}, 256 ant. elements per pol,   

8 dBi

	UE antenna array,  

Antenna element gain
	{M, N, P} = {2, 2, 2}: Two panels, best one is chosen. 
5 dBi 
	{M, N, P} = {2, 2, 2}: Two panels, best one is chosen. 
5 dBi

	Transmit EIRP
	DL: 52 dBm
UL: 25 dBm
	DL: 60 dBm
UL: 25 dBm

	Analog BF codebook
	L3: Equally spaced DFT beams

	Digital BF codebook
	SVD based

	Noise figure
	UE Rx: 9 dB

	UE speed
	100% UEs indoor 3km/hr

	Max. modulation order
	DL: 256 QAM
UL: 64 QAM



[bookmark: _Ref61605444]Capacity Evaluations
0. 
Impact of System Bandwidth  
DL System Capacity
For the DL results, Figure 17 InHO DL System CapacityFigure 17 and Figure 18 show the percentage of UEs with 99% of packets (i.e. files) delivered before the PDB of 10ms as a function of the number of UEs per for the indoor hotspot (InHO) and Urban Microcell (UMi) deployment scenarios, respectively. 
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[bookmark: _Ref61607916][bookmark: _Ref61607910]Figure 17 InHO DL System Capacity
[image: ]
[bookmark: _Ref61607918][bookmark: _Hlk61614337]Figure 18 UMi DL System Capacity
For a given deployment scenario and bandwidth, the percentage of the UEs that satisfy the application requirement reduces as the number of number of users per cell increases. This is due to fact that as the number of UEs per cell increases, more UEs are sharing the available resources, consequently, increasing the transfer delay for some users or leading to some of the users not being scheduled at all. Hence, my increasing the cell resources through system bandwidth increase, capacity improvement is expected. This improvement is observed by comparing 400 MHz (blue curve) and 800 MHz (black curve) in Figure 17 and Figure 18. A table summarizing the system capacities for both 400 MHz and 800 MHz is presented in Table 4 below.  
[bookmark: _Ref61612406][bookmark: _Hlk61615243]Table 4 DL VR System Capacity for 400 MHz and 800 MHz System Bandwidth
	Parameters
	InHO
	UMi

	System Bandwidth
	400 MHz
	800 MHz
	400 MHz
	800 MHz

	DL System Capacity
	15.5
	20
	7.5
	12.5



As shown in Table 4, a 5-UE increase in system capacity is observed by doubling of the system bandwidth. Even though there is an increase in capacity, however, the capacity increase is not two-fold primarily because of two reasons, the use of constant transmit power and the wideband processing. The transmit power for the 400 MHz and 800 MHz system bandwidths are similar which implies that as the bandwidth increased, consequently, the noise power increased, however, the signal power was constant. This resulted in an SNR decrease with increasing bandwidth hence reducing the capacity gains. In the case that the SNR is kept constant (by scaling the transmit power with increasing bandwidth), more improvement in system capacity would be achieved. 
Secondly, since only one FR2 UE can be scheduled per slot so in scenarios with short packets, the UE is allocated all RBs, therefore, a doubling of the bandwidth may not decrease the transfer delay, consequently,  limiting the capacity improvements to mostly large packet transmissions.
Observations 12:
· As the number of UEs per cell increases, the system capacity decreases for both InHO and UMi deployment scenarios. 
· For both InHO and UMi, increasing the system bandwidth increase DL System capacity.
· By doubling the system bandwidth, a capacity improvement less than two-fold is achieved mainly due to constant transmit power over with bandwidth increase and FR2 wideband processing.  
UL System Capacity
Like the DL System capacity results, the UL System capacity also decreases as the number of UEs per cell increases. However, unlike the DL which shows appreciable capacity gains with increasing bandwidth, the UL capacity evaluations for both the InHO and UMi showed little to no gain when the system bandwidth is increased from 400 MHz to 800 MHz as shown in Figure 19 and Figure 20. 
[image: ]
[bookmark: _Ref61615125]Figure 19 InHO UL System Capacity
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[bookmark: _Ref61615126][bookmark: _Hlk61620208]Figure 20 UMi UL System Capacity
The system capacity numbers as function of bandwidth are also summarized in Table 5 below.
[bookmark: _Ref61615294][bookmark: _Ref61615289][bookmark: _Hlk61619123]Table 5 UL VR System Capacity for 400 MHz and 800 MHz System Bandwidth
	Parameters
	InHO
	UMi

	system Bandwidth
	400 MHz
	800 MHz
	400 MHz
	800 MHz

	UL System Capacity
	10.8
	11
	10.3
	10.3



The UL System capacity bottleneck are mainly caused by the TDD configuration (8D2U) format and the TDMing of FR2 users. These factors limit the number of uplink transmission opportunities in a frame to 16 (i.e. 8 slots/subframe x 2 subframes). Therefore, when a UE gets the opportunity to transmit, it may do so by concatenating multiple pose packets (up to 5 pose packets per frame). In the case a user is given only one UL opportunity to transmit in the frame, the user may transmit a maximum of 500 bytes using the entire system bandwidth due to the TDMing nature of FR2. Since the size of the transmitted sizes are relatively small and only one user uses the entire bandwidth, increasing the system bandwidth has little to no impact on the capacity. To alleviate this problem, mechanisms that create more time resources or enable multiplexing of more users in the time, frequency or spatial domain are expected to effective in increasing the UL system capacity. These include mechanisms such as mini slot structure, MU-MIMO, FDM and codebook enhancements.
Also, it is noteworthy that with 16 UL transmission opportunities per frame and one user transmitting per opportunity, then an upper bound on the UL system capacity is 16. The System capacity numbers shown in Table 5 are less than this upper bound mostly due to packet retransmissions and non-alignment of the pose generation timeline of a given user with the frame structure which may require that the user to use more than one transmit opportunity per frame in order to avoid long transfer delays. 
[bookmark: _Hlk61615912]Observations 13:
· The VR UL system capacity is insensitive to system bandwidth increase due relatively small UL packet sizes and the TDMing nature of FR2. 
· The VR UL system capacity bottleneck is caused by the TDD configuration and TDMing of FR2 users.
· To alleviate the VR UL system capacity bottleneck, mechanisms that create more time resources or enable multiplexing of users in the time, frequency or spatial domain are required. These include mechanisms such as mini slot structure, MU-MIMO, FDM and codebook enhancements.

Impact of Blocking 
MmWave signal is well known to be susceptible to blocking by objects such as building materials, vehicles or human body. This blocking is due to the mmWave wavelength size appearing relatively small when compared to objects in the environment. This leads to minimal signal diffraction and diffuse scattering, consequently, degrading the signal power and its ability to propagate through objects. Therefore, it is imperative that we study XR performance evaluations in blocking conditions to understand its impact and identify or develop robust mechanisms to alleviate its impact. 
For blocking evaluations, blocking is modeled as a periodic blocking event with a blocking cycle periodicity and a blocking attenuation which is a function of the blocking object. For example, the block attenuation for wood is ~ 8dB, while the infrared reflecting glass and concrete could result in attenuation as high as 30 dB and 100 dB, respectively. For time variation, during the blocking cycle, whether the blocking occurs or not is a probabilistic event modeled using i.i.d Bernoulli distribution. For sake of simplicity, in the blocking is applied per link and the blocking probability is selected independently for the serving links and other links. This model is illustrated in Figure 21 below and the blocking model parameters are summarized in Table 6.

[bookmark: _Ref61618997]Figure 21 Time Varying Blocking Model Blocking cycle periodicity
Blocking 
duration
Attenuation
due to 
blocking
Blocking Off
Blocking On
Blocking Probability,
 i.i.d Bernoulli


[bookmark: _Ref61620086]Table 6 Parameters for the Blocking Model
	Parameters
	Values

	Blocking cycle periodicity
	100ms

	Blocking Duration
	30ms

	Blocking Probability
	0, 0.2, 0.6

	Block Attenuation
	30dB 



The DL capacity curves with blocking for the InHO and UMi are illustrated in Figure 22. It is important to note that the curve labelled “Blocking probability = 0” (black curve) is the scenario with no blocking. 

[image: ] [image: ]
[bookmark: _Ref61620385]Figure 22 a) DL InHO and b) DL UMi  System Capacity with Blocking 

With a blocking attenuation of 30 dB, we see a significant reduction in the System capacity for both InHO and UMi deployment scenarios, specifically, the DL System capacity reduces from 15.5 users for InHO and 7.5 users for UMi to less than 5 users for scenarios with blocking probabilities of 0.2 and 0.6. Also, it is noteworthy that the impact of blocking is more severe in UMi deployment scenarios compared with the InHO deployment scenario.	
In Figure 23 , the UL capacity curves with blocking for the InHO and UMi also show degradation in performance with blocking although, the impact is less severe compared to that of the DL capacity illustrated in Figure 22. 
[image: ] [image: ]
[bookmark: _Ref61625165]Figure 23 a) UL InHO and b)UL UMi  System Capacity with Blocking 

Observations 14:
· Blocking could significantly impact the DL and UL VR system capacity.
· The impact of blocking on VR system capacity is more severe in DL than the UL.
· The impact of blocking on VR system capacity is more severe in UMi than InHO deployment environment.
Impact of Staggering 
When the packets from multiple UEs arrive at the same time at the gNB, this may lead to queue build up, consequently, increasing the transfer delay and reducing capacity. Therefore, staggering of the user’s packet arrival time may reduce the transfer delay invariably increasing the capacity.

To model staggered users in this evaluation, a staggering window size of 16 ms was used. This window was divided into equally spaced offsets totaling the number of users in the network. The users were ordered based on their UE ID and an offset was assigned to the users based on this ordering. These offsets were then applied to the packet arrival time at the gNB.

As shown in Figure 24, the staggering of users improves VR DL System capacities for system bandwidths of 400 MHz and 800 MHz for both InHO and UMi deployment scenarios.
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[bookmark: _Ref61626628]Figure 24 a) DL InHO and b) DL UMi  System Capacity with Staggering 
Observations 15:
· The staggering of VR users packet arrival time at the gNB can increase DL system capacity.
Conclusion
In this paper, we have discussed initial evaluation results with following observations.
FR1 Observations:
Observation 1: For a given data rate and FDB, increasing frame rate is helpful for increasing the capacity due to decreased file size and spread of traffic arrival. However, from power perspective, increasing frame rate could increase overall UE power consumption due to reduced potential sleep duration between frame arrivals.
Observation 2: Larger file delay budget can provide a higher capacity.
Observation 3: Coordinating the traffic arrivals among UEs could increases the XR capacity, especially in single cell scenarios (e.g., hot spot scenario). 
Observation 4: Delay Aware scheduling could provide XR capacity increase.
Observation 5: The Last-In-First-Out (LIFO) buffering scheme could provide significant reduction of AOP compared to FIFO policy.
Observation 6: Low geometry UEs consume higher power (e.g., ~2 times more than higher geometry UEs) due to longer file transfer time.
Observation 7
· No PS scheme, by definition, gives 0% power saving gain and highest capacity.
· Genie by construction has the same capacity as baseline (no PS scheme, i.e., UE is always on). The Genie scheme provides the maximum power saving gain without affecting capacity.
· The choice of CDRX parameters has high impact on capacity. The choice of CDRX cycle determines UE power saving gain since it determines how long a UE can sleep in the absence of traffic. Longer cycle could provide higher power saving gain. However, too long DRX cycle can increase buffering delay and could trigger packet drop for not meeting delay requirement. Thus, longer DRX cycle (and short inactivity timer) could have negative impact on capacity. This trend is seen for both R15/16 CDRX and enhanced CDRX scheme.
· For a given XR traffic (120Fps in this case), the enhanced CDRX mechanism shows the better capacity – power tradeoff. That is, it could achieve higher power saving gain than R15/16 CDRX scheme for the same capacity.
Observation 8
· Increasing the number of UEs per cell increases the power consumption of UEs. 
· There is a large gap between Genie and Enhanced CDRX.
· There is a large gap between Genie and No PS.
Observation 9: Aligned two eye buffer arrival could provide high chance of power saving.
Observation 10: Staggered traffic arrival across different UEs could provide power saving opportunity. 
Observation 11: Power consumption contribution from UL tx is significant. The UL tx power contribution can be reduced significantly by reducing UL tx periodicity.
FR2 Observations:
Observations 12:
· As the number of UEs per cell increases, the system capacity decreases for both InHO and UMi deployment scenarios. 
· For both InHO and UMi, increasing the system bandwidth increase DL System capacity.
· By doubling the system bandwidth, a capacity improvement less than two-fold is achieved mainly due to constant transmit power over with bandwidth increase and FR2 wideband processing.  
Observations 13:
· The VR UL system capacity is insensitive to system bandwidth increase due relatively small UL packet sizes and the TDMing nature of FR2. 
· The VR UL system capacity bottleneck is caused by the TDD configuration and TDMing of FR2 users.
· To alleviate the VR UL system capacity bottleneck, mechanisms that create more time resources or enable multiplexing of users in the time, frequency or spatial domain are required. These include mechanisms such as mini slot structure, MU-MIMO, FDM and codebook enhancements.

Observations 14:
· Blocking could significantly impact the DL and UL VR system capacity.
· The impact of blocking on VR system capacity is more severe in DL than the UL.
· The impact of blocking on VR system capacity is more severe in UMi than InHO deployment environment.
Observations 15:
· The staggering of VR users packet arrival time at the gNB can increase system capacity.

References
[1] [bookmark: _Ref54356048][bookmark: _Ref53949744]RP-201145 Revised SID on XR Evaluations for NR
[2] [bookmark: _Ref54270438]TR 38.840, “Study on User Equipment (UE) power saving in NR”
[3] [bookmark: _Ref61428741][bookmark: _Ref61794375]R1-2101494 XR Evaluation Methodology, Qualcomm, Jan 2021
[4] [bookmark: _Ref61511791]TR 26.928, “Extended Reality (XR) in 5G”







1/2
image1.emf
XR Device

XR Engine

2D/3D Media for pre-

rendered viewport

and XR Metadata

XR Server

5GS Delivery

Sensor Data

Processing

5GS Delivery

2D/3D Media 

Decoders

XR Rendering

Display

Media 

Encoding

XR Media 

Content 

Delivery

XR Media 

Content 

Delivery

Tracking and Sensor 

Information

XR Metadata

Generation

XR Rendering 

Metadata

XR Scene Generation

Sensors

XR Engine

Sensor Data

Processing

XR Scene Generation


Microsoft_Visio_Drawing.vsdx
XR Device
XR Engine
2D/3D Media for pre-rendered viewport and XR Metadata


XR Server
5GS Delivery
Sensor Data Processing
5GS Delivery
2D/3D Media Decoders
XR Rendering
Display
Media Encoding
XR Media Content Delivery
XR Media Content Delivery
Tracking and Sensor Information


XR Metadata
Generation
XR Rendering Metadata
XR Scene Generation
Sensors
XR Engine
Sensor Data Processing
XR Scene Generation



image2.emf
1 2 3 4 5 6 7 8 9 10111213141516171819202122

# UEs per cell

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

% UEs with > 99% files delivered within FDB, UMi

VR A

VR B

AR

CG


image3.emf
1 2 3 4 5 6 7 8 9 10111213141516171819202122

# UEs per cell

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

% UEs with > 99% files delivered within FDB, UMa

VR A

VR B

AR

CG


image4.emf
1 2 3 4 5 6 7 8 9 10111213141516171819202122

# UEs per cell

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

% UEs with > 99% files delivered within FDB, Indoor Hotspot

VR A

VR B

AR

CG


image5.png
% of satisfied UEs (based on 99% completion rate)

100 8=
90
80
701
60 . 1
\‘ \
50 - \ B 1
Y ©
40 . 1
°
30 = © =PF, 100 Mbps, 60 Fps, FDB =10 ms |
—&— PF, 100 Mbps, 120 Fps, FDB =10 ms
21 = © =PF, 60 Mbps, 60 Fps, FDB=10ms |
—&— PF, 60 Mbps, 120 Fps, FDB =10 ms
10 = © =PF, 30 Mbps, 60 Fps, FDB=10ms |+
~—&— PF, 30 Mbps, 120 Fps, FDB =10 ms
0 1 N
0 5 10 15

Number of UEs per cell




image6.png
100

90

80

70

60

50

40

% of satlsfled UEs (based on 99% completlon rate)

=== PF, 100 Mbps, 120 Fps, FDB = 10 ms
= ©& =PF, 100 Mbps, 120 Fps, FDB = 15 ms
reee@rn PF, 100 Mbps, 120 Fps, FDB = 300 ms
=== PF, 60 Mbps, 120 Fps, FDB = 10 ms
= & =PF, 60 Mbps, 120 Fps, FDB = 15 ms
e« PF, 60 Mbps, 120 Fps, FDB = 300 ms
=== PF, 25 Mbps, 60 Fps, FDB =10 ms

= & = PF, 25 Mbps, 60 Fps, FDB =15 ms
e PF, 25 Mbps, 60 Fps, FDB =300 ms

L L L

5 10 15
Number of UEs per cell

20




image7.emf
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

# UEs per cell

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

% UEs with > 99% files delivered within FDB, 60 Mbps

All UE aligned wo stagger

All UE w random staggering

All UE w uniform offsets


image8.png
% of satlsf ed UEs (based on 99% completlon rate)

100%

90

80

70

60

50

40

30

—&— PF 25 Mbps, 60 fps, FDB = 10 ms
20 |—e—PF 25 Mbps, 60 fps, FDB = 15 ms
~—&— PF 25 Mbps, 60 fps, FDB = 300 ms
= & = DA 25 Mbps, 60 fps, FDB = 10 ms

101 & - DA 25 Mbps, 60 fps, FDB = 15 ms
= @ = DA 25 Mbps, 60 fps, FDB = 300 ms
0 1 1
10 15 20 25

Number of UEs per cell




image9.png
Sampling time of pose Rendering

last received before T Time
t=X t=T
Pose reception Age of pose
times
gNB @
x

Pose sampling
times

G TR S |

Pose 1 Pose 2 Pose 3




image10.png
70

60

50

40

30

20

10

95th Percentile Age Of Pose (ms)

=e—100 Bytes - FIFO
=500 Bytes - FIFO
=o-500 Bytes - LIFO

8
#UEs/cell

9

10

11

12

13

14

15




image11.png
Basaline (No PS)

20
UE power consumption (#UE/cell=3)
Rk e PG monkoing el n DD3U
200
180
§
k-4
s A
£ 160 %
$ 10 i be x
g i
DR o
L BT
: B %
R K
«
100
®
T s 0 15w 5 @

geometry (dB)




image12.png
200

160

Power Consumption
I

100

80

x UE power consumption (#UE/cell=3)
—— Rock bottem : PDCCH monitoring only in DDSU

4 5 6 7 8 9 10 1
Mean File Transfer time (ms)





image13.png
% of satisfied UEs (based on 99% completion rate)
° ° ° ° ° ° ° °
S @ IS & > 3 53 ©

o

_(2553) (254,3) .(25,3,3)

®  R15/16 CDRX

=i ) 2523
715“4,3@12 2) T -( ) o — — — -fitted polynomial
=4,2,2) -
~z ~~ = LeapCycle
T 211 R — — — fitted polynomial
\\‘ ) e @ Genie
N -~
-~ ~
N <.
N
~ (25,1.4)
N n
N S
N ~
N S
N
PIER) [2513)
N
AN
Y N
Y
N
AN
\
\
\
\
N
N
N\
\
N
N
N
N
N
Ay
N\
I I I «164.4) |
5 10 15 20 2

Mean Power Saving Gain(%)




image14.png
CDF

- T e
/,’/
09
08
07
06
05
04 . NoPS
. R15/16 CDRX(4.3.3)
03l . Enh. CDRX(3.3)
. Genie
ozl ., No PS
. R15/16 CDRX(4.3.3)
oal , Enh CDRX(33)
’, , Genie
”
0 v - L L L L !
40 60 80 100 120 140 160 180 200

Power Consumption

220




image15.png
CDF

09

0.7 -

06

03

#UE=1, R15/16 CDRX(4,3,3)
., Enh CDRX(3:3)

. Genie

, R15/16 CDRX(4,3,3)
, Enh CDRX (3,3)

— — “#UE=3, Genie

-10

20 30
Power saving gain(%)

50

60





image16.png
CDF

0.9

0.8

0.7

0.6

0.5

04

0.3

= — -R15/16 CDRX, Aligned

R15/16 CDRX, Staggered

0.2 Enh. CDRX, Staggered
— — -Enh. CDRX, Aligned
0.1 Genie, Staggered
—-—--Genie, Aligned
0
-10 0 10 20 30 40 50

Power saving gain(%)




image17.png
CDF

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

e

All UEs have the same offset

Offset is uniformly distributed across all UEs

15

20

25

30 35 40 45
Power saving gain(%)

50

55




image18.png
Power Consumption

s
— e
==t

2ms.

4ms.

16.67ms

Genie.





image19.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before    

the PDB (UMi 100m) 

400 MHz

800 MHz


image20.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB 

 (InHO )                            

400 MHz

800 MHz


image21.emf
5 10 15 20 25

Number of UEs per Cell

0

20

40

60

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the         

PDB (InHO)                            

400 MHz

800 MHz


image22.emf
5 10 15

Number of UEs per Cell

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB  

(UMi)                                             

400 MHz

800 MHz


image23.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB  

(InHO 400MHz with Blocking Attenuation=30dB)          

Blocking Probability = 0.6

Blocking Probability = 0.2

Blocking Probability = 0.0


image24.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB  

(UMi 400MHz with Blocking Attenuation=30dB)            

Blocking Probability = 0.6

Blocking Probability = 0.2

Blocking Probability = 0.0


image25.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB  

(InHO 400MHz with Blocking Attenuation=30dB)           

Blocking Probability = 0.6

Blocking Probability = 0.2

Blocking Probability = 0.0


image26.emf
5 10 15

Number of UEs per Cell

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB   

 (UMi 400MHz with Blocking Attenuation = 30dB) 

Blocking Probability = 0.6

Blocking Probability = 0.2

Blocking Probability = 0.0


image27.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB (InHO) 

400 MHz, Staggering

800 MHz, Staggering

400 MHz, No Staggering

800 MHz, No Staggering


image28.emf
5 10 15 20 25

Number of UEs per Cell

0

10

20

30

40

50

60

70

80

90

100

%

 

o

f

 

U

E

s

% of UEs with 99% files delivered before the PDB (UMi 100m) 

400 MHz, staggering

800 MHz, staggering

400 MHz, No staggering

800 MHz, No staggering


