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1 Background
eXtended Reality (XR) and Cloud Gaming (CG) are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them [1].

The SID[1] provides the justification and objectives of the study – including confirmation of applications of interest,  identification of traffic model(s), and identification of KPIs and evaluation methodology. Based on these, RAN1 is to carry out the evaluation of XR in 5G under various scenarios and traffic conditions towards characterization of the identified KPIs. Following is the objective of SID captured from [1].

	The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this paper, we discuss the XR applications and traffic models for XR evaluation for RAN1 evaluation purpose.
2 XR Applications
The Technical Report on Extended Reality (XR) in 5G [1] captured mapping of XR core technologies to 5G in XR processing (e.g., pose generation, rendering, etc) and XR media (encoding, formats, rate, etc) centric architecture point of view. The five applications VR1, VR2, AR1, AR2, and CG listed in [1] correspond to XR applications with different performance requirements and architectures to support them. Here we have brief description of the applications.
· [bookmark: _Hlk54335502]VR1: “Viewport dependent streaming”
· Tracking is processed in XR device and pose is sent to XR edge server.
· XR media is delivered/requested based on XR viewport.
· Reduced or viewport optimized scene is delivered (e.g., object not visible in viewport is not delivered).
· Required rate (e.g., 25Mbps) is much lower than viewpoint independent streaming
· VR2: “Split Rendering: Viewport rendering with Time Warp in device” 
· XR server prerenders the XR scene based on pose information received from XR device.
· XR device further processes the received pre-rendered scene based on pose information using ATW (asynchronous time warping) technique to reflect head motion made after the scene is rendered.
· Viewport can be encoded in 2D or 3D format.
· AR1: “XR Distributed Computing”
· Architecture is similar to split rendering.
· XR device captures 2D streams from a camera and send the captured stream to XR edge server.
· UL has higher rate due to uploaded scenes.
· AR2: “XR Conversational”
· Conversational model where multiple XR users exchange XR scenes.
· CG: “Cloud Gaming”
· Gaming based on rendering in network and user’s control information feedback to network
· Required rate: 5-35Mbps @ 60Fps
· Low-end AR (smart glasses) 
· There could be another type of AR application which is categorized to AR but with lower required data rate (1~25Mbps) than above mentioned AR1/2.
· This is to provide AR (non)-immersive AR experience at low-end devices with 2D video and/or text.
· SA4 has recently started a new SI FS_5GSTAR to study glass type AR devices [2] which could be relevant to this type of application.
3 XR Traffic Model
1 
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 XR Traffic Model from SA4
In SA4 R17 SI “Feasibility Study on Extensions to Typical Traffic Characteristics”, SA4 is working on the identification of traffic characteristics on different services including XR with following objective[1].
	Collect and document traffic characteristics including for different services, but not limited to
· Downlink data rate ranges 
· Uplink data rate ranges 
· Maximum packet delay budget in uplink and downlink 
· Maximum Packet Error Rate, 
· Maximum Round Trip Time
· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 
Collect additional information, such as codecs and protocols in use.
Provide the information from above at least for the following services (initial services) 
· Viewport independent 6DoF Streaming
· Viewport dependent 6DoF Streaming 
· Simple Single Buffer split rendering for online cloud gaming
· Cloud gaming
· MTSI-based XR conversational services
Identify additional relevant XR and other media services and document their traffic characteristics
Document additional developments in the industry that impact traffic characteristics in future networks
Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.
Communicate with other 3GPP groups and external organizations on relevant aspects related to the study.



Outcome from SA4
SA4 has sent a LS[3] including the current status of XR traffic model study and its outcome including
· Permanent document [4]
· Summary of XR Traffic Models for RAN1 and Open Issues [5]
· Traces and Configurations for VR2, CG and AR2 [6]
The permanent document describes system design assumption and traffic models for various XR applications. The traffic models from SA4 include models for VR2, AR2, and CG. Note that models for VR1 and AR1 are still under study in SA4 and not available yet. The SA4 traffic model shown in Figure 1 has supporting software written in Python for processing traces and computation of quality metrics. The SW can convert a given V-trace (video trace modelling video sequence) to a S-trace (slice traces) and then to a P-trace (IP packet trace) for modelling XR video encoding and traffic delivery in core network side. The P-trace becomes an input to RAN1 simulation, which generates P’-trace. Then, the P’-trace is converted by the SW to S’-trace and then to V’-trace. Finally, all the traces are fed into the SW to compute XR quality metrics. 
[image: ]
[bookmark: _Ref61776886]Figure 1 SA4 XR Traffic Model and Evaluation Framework
Observation
Here, we have a few quick observations on SA4 traffic model.
· Applications of interest: As of RAN1#104e meeting, SA4 delivers the traffic models for VR2, AR2, and CG only. 
· Trace-based model: The SA4 traffic model is a trace-based model where trace is generated based on actual video sequences.
· Parameterized structure: The SA4 traffic model used for AR2/VR2/CG applications by configuring model parameters. SA4 provides recommended configurations for each application.
· Modeling: The SA4 traffic model includes modeling for
· Content encoder
· Delivery in core network
· Decoding at UE
· Delivery receiver at UE
· Quality evaluation
· Quality metrics:  The SA4 quality evaluation framework provides methods for computing following metrics
· packet/slice/frame loss rate
· Area loss/damage rate (total amount of Coding Units)
· PSNR

Pros and Cons
Given that SA4 has delivered its study outcome, RAN1 needs to discuss how to proceed for RAN1 evaluation. To help the understanding/discussion, we see following pros and cons for SA4 model.
· Pros of SA4 model for RAN1 evaluation
· The SA4 traffic models could provide application layer quality evaluation framework which captures complex nature (spatial and temporal dependency) of XR video traffic encoding. The “damaged area of video frame” is an application layer quality metric which typical RAN1 evaluation has not considered so far and difficult to capture based on packet error rate only.
· It captures the details of XR system including multiple layers of traffic and delays in network side, which could allow the study of potential cross layer optimization techniques and e2e performance evaluation.
· Cons of SA4 model for RAN1 evaluation
· The modeling complexity is high. It includes modeling for many parts including video encoder, core network delivery, video decoding, etc, which increases the complexity.
· High complexity could potentially make analysis and debugging difficult in RAN1. 
· Complex model could give limited insight on the nature of problem and accordingly could affect system design/improvement.
Another critical aspect is that the SA4 traffic model is delivered a few days before RAN1 contribution submission. There was very limited time for RAN1 to understand/assess it. Considering above pros/cons and limited time, we suggest taking some more time until RAN1#105e to evaluate SA4 traffic model before RAN1 makes any conclusion on it.
Proposal 1: RAN1 continues to assess SA4 traffic models and make conclusion at RAN1#105e.

Statistical XR Traffic Model
Given that RAN1 needs a time to make conclusion for SA4 traffic model, we think, in #104e, RAN1 can discuss/determine statistical traffic models for XR evaluation. The statistical models are simple and basic yet still capture the essential characteristics of XR traffic, which, we believe, can give an insight on the identification of potential issues of NR supporting XR and required solutions to address that.
DL Traffic Model
DL file arrival periodicity: In XR applications, the video frames generated at edge server are sent periodically to a UE. From traffic point of view, we will use term ‘file’ to denote the set of related traffics/data arriving in similar time. The file by construction belongs to the same frame or slice (which is a part of a frame). The DL file arrival periodicity can be given as the inverse of the video frame per second considered (e.g., 1/60Fps, 1/90Fps, etc). In reality, the file arrival timing could be random due to different file size, encoding delay, network transfer delay, etc. The added random delay could be modeled as jitter in the file arrival time. With jitter modeling, the DL file arrival timing becomes quasi-periodic.
File size: The file size is a parameter which models the amount of traffic arrival at gNB. In this model, we consider large or no MTU limit case only for simplicity, where file size could be equivalent to a frame size (w/ single buffer) or a part of frame (w/ two eye buffers). The size of file could be varying and be modeled as a random variable with truncated Gaussian distribution.
File delay budget: The low latency requirement of XR traffic is translated to the delay budget of file transmission. In this model, over-the-air transmission delay budget is given as a fixed value w.r.t expected file arrival time. A file which is not transmitted within the delay budget is counted as lost.
Based on the discussion, we make following statistical DL traffic model.
[bookmark: _Ref61615193][bookmark: _Ref61615190]Table 1 Statistical DL Traffic Model
	· Data rate: average DL traffic rate in Mbps
· File arrival: a file is a burst of related data belong to a frame arriving together
· File arrival rate 
· For single buffer, a XR frame corresponds to a file 
· For two eye buffers, a XR frame is divided into two files; one for left eye buffer and the other for right eye buffer
· File arrival time  for 
· Without jitter, periodic with periodicity of  sec, i.e., 
 for 
· With jitter, a random jitter is added to each expected file arrival time, i.e., , where  is a random variable following truncated Gaussian distribution truncated between - and 
· File delay budget (FDB): max delay the file can tolerate, 
· n-th file expiration time is given as 
· File size: random size following truncated Gaussian distribution with
· mean
· standard deviation
· Truncation between 0 and 
· File error rate requirement
· Traffic start offset: different users could have different traffic start offset, which shifts the actual file arrival times of the traffic arrival of each UE



Proposal 2: RAN1 supports the statistical XR DL traffic model given in Table 1.
Note that this is a generic model for quasi-periodic traffic arrival for various applications including VR, AR, and CG. Different application will have different parameter values.

UL Traffic Model
Two types of traffics are considered in UL: pose/control and UL scene update depending on applications.
For pose/control, periodic traffic is assumed with fixed file size and periodicity. Due to the nature of control and pose information, the file size and periodicity are modeled as fixed values.
Proposal 3: RAN1 supports the following statistical model for pose/control traffic in UL for XR evaluation.
· Data rate is given.
· File is generated periodically.
· File size is fixed.
For scene update in UL (e.g., in AR application, what a user is looking at is periodically captured by front side camera of HMD or AR glasses and sent back to the edge server for analysis and rendering), we has similar model with periodic traffic with randomness in file size. Note that there is no jitter modeling since it is generated within UE.
Proposal 4: RAN1 supports the following statistical model for scene update traffic in UL for XR application.
· Data rate is given.
· File is generated periodically.
· File size is random following truncated Gaussian distribution
· File need to be transmitted within file delay budget
Different applications could have different parameter values in this model. We have following proposals for parameter values for VR2, AR2, and CG.
Proposal 5: Adopt following Table 2 for parameters for statistical models for VR2, AR2, and CG.

[bookmark: _Ref61597606]Table 2 Traffic model parameters for VR2, AR2, CG
	
	
	VR2
	AR2
	CG

	DL traffic
	data rate  
 (Mbps)
	30, 60
	30, 60
	8, 30

	
	# of files per second 
  (fps)
	60
	60
	60

	
	file delivery budget (ms)
	10, 20
	10, 20
	15, 30

	
	File error rate
	1e-2
	1e-2
	1e-2

	
	file size
	distribution
	Truncated Gaussian

	
	
	mean 
  (byte)
	

	
	
	standard deviation (byte)
	]

	
	
	maximum size
 (byte)
	

	
	jitter
	distribution
	Truncated Gaussian

	
	
	Mean (ms)
	0

	
	
	standard deviation
(ms)
	[3]

	
	
	Truncated in -Z and Z (ms)
	[Z = 4]

	UL pose
	Data rate 
 (Mbps)
	[bookmark: _GoBack]0.2, 1
	0.2, 1
	0.2, 1

	
	File arrival periodicity 
 (ms)
	2, 4, 8
	2, 4, 8
	2, 4, 8

	
	File delay budget (ms)
	10ms
	10ms
	10ms

	
	File 
size
	distribution
	constant

	
	
	size (byte)
	

	UL scene upload
	Data rate 
 (Mbps)
	N/A
	10, 20
	N/A

	
	Number of Files per second 

	N/A
	60
	N/A

	
	File delay budget (ms)
	N/A
	[100]
	N/A

	
	File size
	distribution
	N/A
	Truncated Gaussian
	N/A

	
	
	Mean
  (byte)
	N/A
	
	N/A

	
	
	Standard deviation
(ms)
	N/A
	
	N/A

	
	
	Maximum size 
 
	N/A
	
	N/A



Currently, SA4 is still working on AR1 and VR1 and the outcome will not be available by RAN1#104e meeting time. We think RAN1 can continue to discuss on statistical traffic models for AR1 and VR1 and make conclusions after SA4’s traffic study outcome for those models are available.
Proposal 6: RAN1 continues to discuss/determine the statistical models for VR1 and AR1 considering corresponding traffic model discussion in SA4.

4 Conclusion
In this paper, we have discussed XR applications and traffic models for XR evaluation with following proposals.
Proposal 1: RAN1 continues to assess SA4 traffic models and make conclusion at RAN1#105e.
Proposal 2: RAN1 supports the statistical DL traffic model in Table 1.
Proposal 3: RAN1 supports the following statistical model for pose/control traffic in UL for XR evaluation.
· Data rate is given.
· File is generated periodically.
· File size is fixed.
Proposal 4: RAN1 supports the following statistical model for scene update traffic in UL for XR application.
· Data rate is given.
· File is generated periodically.
· File size is random following truncated Gaussian distribution
· File need to be transmitted within file delay budget
Proposal 5: Adopt following Table 2 for parameters for statistical models for VR2, AR2, and CG.
Proposal 6: RAN1 continues to discuss/determine the statistical models for VR1 and AR1 considering corresponding traffic model discussion in SA4.
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