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1	Introduction
A new SI on XR evaluations for NR was approved at RAN#86 [1]. The objectives of this study item are as follows.
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs.

Since XR evaluations are intended mainly for simulation studies, it is important to develop appropriate methodology to well reflect realistic XR user experiences and RAN characteristics in a simple manner. In this contribution, we discuss general video traffic characteristics, which dominate overall XR traffic and provide considerations of traffic modelling such as use case differences, jitter, and traffic arrival offset. 
2	XR use cases
2.1	Summary of use cases
In this section, we provide a summary of the targeted use cases in the approved SID, which are considered as starting points.
2.1.1	VR1: “Viewport dependent streaming”
Viewport dependent streaming is described in Section 6.2.3 in TR 26.928. Its main characteristics are summarized as follows.
· Tracking information is predominantly processed in XR device.
· XR device sends adaptive media requests including the current pose information to XR server.
· XR server delivers viewport adapted XR media to XR device.
· XR device performs viewport rendering based on tracking and sensor information as well as the received viewport adapted XR media.

With the knowledge of tracking information in the XR server, the media delivered is adapted and optimized to the viewport. The tracking information adds another adaptation parameter to adaptive streaming that adjusts media quality to the available bit rate. The viewport dependent streaming can reduce the required media rate compared to viewport independent delivery. 
2.1.2	VR2: “Split Rendering: Viewport rendering with Time Warp in device”
There are two types of split rendering architecture discussed in TR 26.928, raster-based split rendering and generalized XR split rendering, which are respectively discussed in Sections 6.2.4 and 6.2.5 in TR 26.928. 
The main characteristics of raster-based split rendering are summarized as follows.
· XR device sends tracking and sensor information to XR server.
· XR server performs viewport pre-rendering rasterization.
· XR server delivers pre-rendered viewport to XR device.
· XR device performs latest pose correction for viewport rendering by, for example, time warping. The time warping takes the image pre-rendered by XR server, modifies it with latest pose information, and then displays it.

The XR graphics workload is split into dominant rendering workload on XR server and simpler processing of pose correction on XR device. 
[bookmark: _GoBack]Raster-based split rendering in TR 26.928 focuses on 2D media. In the generalized XR split rendering case, the buffers may not only be 2D texture or frame buffers but may include 3D data, metadata, and so on. The general idea, however, remains the same in the generalized XR split rendering: the XR graphics workload is split into dominant rendering workload on XR server and simpler processing of pose correction on XR device. 
2.1.3	AR1: “XR Distributed Computing” 
XR distributed computing is described in Section 6.2.5 in TR 26.928. Its main principle is split rendering that splits the workload for XR processing into workloads on XR server and XR device. 
For AR applications using this architecture, the tracking and sensor information sent by the XR device to the XR server may need to be more than pose information sent in VR1/VR2. For example, for AR applications, the XR device captures 2D video stream from a camera and sends the captured stream to the XR server. The XR server generates an AR scene and sends compressed media and metadata to the XR device. The 3D object or 2D video for the AR scene are encoded with 2D/3D media encoders, and the scene description or the metadata is generated. The XR device decodes the media, generates an AR scene, performs viewport rendering and displays the scene. 
2.1.4	AR2: “XR Conversational”
XR conversational is described in Section 6.2.8 in TR 26.928. XR conversational services are an extension to the current work on MTSI: Multimedia Telephony Service for IMS (IP-Multimedia Subsystem). The extension may include signalling, media, and metadata to enable VR/AR specific attributes, as well as a new network media processing interface to facilitate media processing. There are different media types, both for the environment and for the user avatars. A virtual environment can consist of a rendered environment, a 360 photo or video, or some hybrid. User avatars can be graphical avatars, video based, 3D video avatars, or rendered avatars. 

In a network-processing scenario, a simplified call session setup procedure is described in Section 6.2.8 in TR 26.928 as follows.
1) First a client initiates the call setup; 
2) Based on the call setup, the session control triggers network-based media processing, reserves resources in the network, including media processing resources; 
3) Session control forwards call setup to the second client; 
4) After call acceptance, both first and second client are connected to the network processor. 
5) Session control instructs the network processor on the actual processing and the stream forwarding, i.e. which input streams go to which clients.
2.1.5	CG: Cloud Gaming
Cloud gaming is a type of online gaming that allows playing a game remotely from a cloud. In cloud gaming, a client device handles a player’s inputs and sends the inputs to the cloud. The remote server executes the game and streams game videos back to the client device. As the game is executed in the cloud, hardware requirements of the client device can be lowered.
A specific type of cloud gaming is described in Section 5.5 (Online XR gaming) in TR 26.928. Cloud gaming is not restricted to XR media and can take the form of normal media as well.
For good user experience, cloud gaming requires high-bandwidth low-latency internet connections for delivering the video streams. The latency is a major factor, especially in fast-paced games that require precise inputs.
2.2	View on the targeted use cases
The five uses cases VR1/VR2/AR1/AR2/Cloud gaming in the approved SID, as summarized in the previous section, are among the important 5G media applications under consideration in the industry. The use cases are also representative applications demanding high throughput and low latency in line with 5G capabilities, potentially leading to a different traffic modelling for RAN1 studies. They can be confirmed as applications of interest for Rel-17 study on XR evaluation for 5G NR. 
[bookmark: _Toc61351299][bookmark: _Toc61454180][bookmark: _Toc45218061][bookmark: _Toc46658933][bookmark: _Toc61877498]RAN1 to confirm that the VR1/VR2/AR1/AR2/Cloud gaming applications are of interest for Rel-17 study on XR evaluation for 5G NR and determine which of the use cases would need to be prioritized for the evaluation study.

[bookmark: _Ref178064866]3	XR traffic modelling
The traffic characteristics are expected to be dependent on a specific use case and the functional split between the network server and the UE. Nevertheless, it is generally expected that there exist two different types of traffic as indicated in the split rendering architecture in Figure 1. One is tracking and sensor information of motion and head position. The other one is media traffic such as video and audio. The first type of traffic is generally a few tens of bytes per packet without much variability in size. In contrast, the media traffic represented by video is very dependent on encoder configurations in an application, e.g., a target encoding rate, and target display capability such as the maximum supported resolution and refresh rate. 
3.1 General video traffic characteristics in XR 



[bookmark: _Ref43288440]Figure 1: Split Rendering with Asynchronous Time Warping Correction [2]
It is expected that media traffic of video will dominate overall RAN traffic load and at the end limit the system level performance due to its high bandwidth requirements, compared to tracking and sensor traffic, which has limited bandwidth requirements. Therefore, it would be more useful to focus modelling of video traffic in XR use cases.
From the split rendering architecture, we have the following observations on expected RAN traffic. 
[bookmark: _Toc43288355][bookmark: _Toc43289150][bookmark: _Toc43290817][bookmark: _Toc43375822][bookmark: _Toc43375842][bookmark: _Toc347822666][bookmark: _Toc347823812][bookmark: _Toc347823993][bookmark: _Toc347824244][bookmark: _Toc61877491]XR traffic is characterized by the mix of two different traffic types of media delivery and sensor/tracking data.
[bookmark: _Toc61877492]Video traffic is dominant in network load compared to other traffic, e.g., sensor/tracking data, which has limited bandwidth requirements.
To better understand the general video traffic characteristics, Figure 2 illustrates an example of a video trace and PDF of frame size as an output of an encoder. This example trace is from one specific XR content of 1080p at 30Hz is encoded with 16Mbps bit rate using H.265. It is clearly observed that the frame size is not constant over time but approximately follows Gaussian distribution. Table 1 and Table 2 further summarize estimated statistical traffic parameters assuming Gaussian distribution where two different sources of XR contents are encoded with various encoding rates. 

[image: ]  [image: ] 
[bookmark: _Ref31786084][bookmark: _Hlk42686069]Figure 2. XR video traffic characteristics of 1080p at 30Hz refresh rate with 16Mbps encoding rate: video trace (left) and PDF of a frame size (right).
The frame generation interval is timing from an encoder, so the actual arrival time to RAN will depend on transport protocols and the level of routing congestion, particularly for downlink. Although the arrival interval to RAN might not be purely constant, it appears reasonable to assume that the frames arrive with an interval in average that is inversely proportional to a frame refresh rate. 

[bookmark: _Ref42692689][bookmark: _Hlk43206491]Table 1 Source 1: 1080p@30Hz with a different encoding rate using H.265
	[bookmark: _Hlk42684311]
	Generated frame size
	Frame generation interval (ms)

	Encoding rate
	Mean size (KB)
	Std. dev (KB) /normalized std. dev
	Min size (KB)
	Max size (KB)
	

	8Mbps
	33.89
	10.92 / 0.32
	0.13
	166.49
	33.33ms

	16Mbps
	67.86
	19.88 / 0.29
	0.15
	263.18
	33.33ms



[bookmark: _Ref43288475][bookmark: _Ref42692692][bookmark: _Hlk42686060]Table 2 Source 2: 4K@60Hz with a different encoding rate using H.265
	
	Generated frame size
	Frame generation interval (ms)

	Encoding rate
	Mean size (KB)
	Std. dev (KB) /normalized std. dev
	Min size (KB)
	Max size (KB)
	

	55Mbps
	117.4
	35.96 /0.31
	6.0
	424.48
	16.67ms

	90Mbps
	192.1
	59.99/0.31
	11.71
	593.41
	16.67ms



Based on the example sources of XR video traces, we have the following observations.  
[bookmark: _Toc61877493]The frame size is varying over time at a given application encoding rate and its mean size is dependent on encoding rate/resolution at application.
[bookmark: _Toc61877494]The frame size can be approximated to truncated Gaussian distribution with the minimum and the maximum frame size.
Based on the observations, we propose the followings for XR traffic modelling
[bookmark: _Toc61877499]The frame size for the video traffic may include a variance, e.g., Gaussian distribution, in time to be more realistic. 
[bookmark: _Toc61351302][bookmark: _Toc61454183][bookmark: _Toc61877500]RAN1 should decide the exact video traffic parameters further based on input from SA WG4 XR study [3]. The necessary parameters include a frame size in terms of mean, variance, the maximum and the minimum value at least for the minimal acceptable encoding rate, in addition to the frame generation interval. 

3.2 Further considerations of traffic modelling
CG and VR1/2 are very similar in terms of traffic pattern but would be different in terms of traffic parameter considerations related to video quality supported by devices. In general, it is expected that VR head mounted display (HMD) supports higher resolution and refresh rates than typical smartphones and tablets since HMD should provide better image quality closer to eyes than traditional devices. This will increase needs of higher data rate support in VR than CG. Furthermore, VR1 and VR2 are different due to advanced time-warp solution which is intended for reducing latency of image update. This would potentially lead VR1 to have more stringent latency requirement than VR2. However, both VR1 and VR2 still continue to download new video data so that expected average bit rates in both VR use cases would be similar. 



[bookmark: _Ref61268296][bookmark: _Ref61268291]Figure 3 AR1: XR distributed computing architecture [2]


[image: ]
[bookmark: _Ref61268302]Figure 4 AR2: general architecture for XR conversational services [2] 

Compared to CG and VR1/2, AR1/2 can have more uplink traffic based on the architectures (which are also shown in Figure 3 and Figure 4) and the description in TR26.928. In AR1, the tracking and sensor information sent by the XR device to the XR server will also include captured 2D video stream from its built-in camera in order for a XR server to generate an AR scene based on the environment observed by a XR device. Then, the XR server sends compressed media and/or metadata back to the XR device which will decodes the media and generates an AR scene to perform viewport rendering and display the scene. This process involves much more uplink video traffic and less downlink traffic than CG and VR use cases. Nevertheless, average bit rate of uplink video traffic in this AR use case could be less than downlink video traffic of CG and VR use cases since the purpose of AR media traffic is mainly for object tracking/detection instead of delivering high-quality scenes to be displayed.  In AR2 use case, the architecture and expected RAN traffic are more complicated than AR1 since the second client (another AR device) is involved for a conversational service. A user capture client will record and process environment scenes and send those to a network media processing unit. This information will be downloaded into virtual scene rendering client. Therefore, compared to AR1, this use case is expected to have both downlink and uplink video traffic depending on the type of user client. In addition, the video traffic is for either 3D representation of virtual avatars, e.g., meta data only, or for real 3D holographical images, so that the range of expected average bit rate can be really wide. 
In Table 3, we provide our interpretation of expected key differences among five use cases in terms of RAN traffic impact. It should be noted that the average bit rate in the table is relative to highlight differences among use cases. 
[bookmark: _Ref61450755]Table 3 Considerations of use case specific video traffic modelling 
	
	Main video traffic direction
	Average bit rate

	CG
	Downlink
	Mid

	VR1
	Downlink
	High

	VR2
	Downlink
	High

	AR1
	Uplink
	Low to mid

	AR2
	Downlink (rendering client) / Uplink (capture client)
	Low to high



Based on the discussion, we have following observations on the key differences of use cases. 
[bookmark: _Toc61515465][bookmark: _Hlk61812230][bookmark: _Toc61877495]CG and VR use cases have downlink heavy video traffic and AR use cases have uplink video traffic potentially with various average bit rates. 
[bookmark: _Toc61508814]Based on these discussions, one XR video traffic model can be developed to be parameterizable to reflect the key identified difference among five use cases in terms of a transmission direction and average bit rate (or its related parameters, e.g., mean or variance of frame size and arrival rate). The single parameterizable traffic model is also desirable for a simulation simplicity. Therefore, we conclude the followings for XR video traffic modelling:  
[bookmark: _Toc61877496]The five use cases can have one common video traffic model with a different traffic direction and bit rate related parameters such as frame size and arrival generation interval
[bookmark: _Toc61877501]Single video traffic model should be developed which is parameterizable to reflect key expected difference among XR use cases.
 
Jitter in a traffic arrival time to RAN is present in reality due to not only network congestion but also encoder/decoder processing. It may be realistic to capture this aspect in XR traffic model as long as it does not overcomplicate evaluation studies. 
Nevertheless, there are several aspects to be discussed for jitter modelling. First of all, the variance of jitter is strongly dependent on a specific XR use case. For example, private edge based network processing or split rendering will have much less jitter since it can have dedicated backhaul connection to RAN and it can potentially control transport network protocols. In contrast, public cloud based network processing for gaming streaming will have a large variety of jitter since the public IP network is shared by multiple services and entities without full control of packet prioritization. In addition, use cases with heavy uplink traffic (either video or sensor) will have much less or even neglectable jitter compared to downlink traffic since applications to generate traffic is located in the same physical device.
The second aspect of jitter is the impact of IP segmentation. In a real network, a large application PDU, e.g., video frame, may be segmented by the maximum transmission unit (MTU) in a IP layer, leading to a different jitter impact. From a traffic modelling perspective, the segmentation would make additional complexity of modelling and require a further assumption of MTU size at a given video frame size. At the same time, the explicit consideration of high-layer protocols is not desirable for RAN1 evaluation. Therefore, it is preferred to have a jitter when IP segmentation is not involved, e.g., a large enough MTU size to fit one application PDU or the private edge assumption. 
When jitter is explicitly modelled, the simple statistical modelling can be considered, e.g., truncated gaussian distribution with careful considerations of the use case difference. Exact parameters of jitter should be discussed based on SA4’s input. Based on this discussion, we have the followings:
[bookmark: _Toc61877497]The amount of a jitter is expected very dependent on a specific XR use case whose transmission direction of main traffic is different. 
[bookmark: _Toc61877502]When a jitter is modelled, it should be simple enough to simulate, e.g., uniform or truncated Gaussian, and the effect of IP segmentation needs to be avoided for RAN1 evaluation. 
The random offset is another aspect to be considered in a traffic arrival time. It is more reasonable that different XR users are not synchronized to generate video frames so that ensuring random offset among the XR users make a sense. For the simplicity, uniform distribution U ~ [0 1/FPS] in second is one approach, where FPS should be determined depending on a frame refresh rate. This offset will be kept constant over time in each user. 
[bookmark: _Toc61877503]Traffic arrival time offset among XR users needs to be included, e.g., random offset with the simple uniform distribution of [0 1/FPS] where FPS is a frame refresh rate
Conclusion
In the previous sections we made the following observations: 
Observation 1	XR traffic is characterized by the mix of two different traffic types of media delivery and sensor/tracking data.
Observation 2	Video traffic is dominant in network load compared to other traffic, e.g., sensor/tracking data, which has limited bandwidth requirements.
Observation 3	The frame size is varying over time at a given application encoding rate and its mean size is dependent on encoding rate/resolution at application.
Observation 4	The frame size can be approximated to truncated Gaussian distribution with the minimum and the maximum frame size.
Observation 5	CG and VR use cases have downlink heavy video traffic and AR use cases have uplink video traffic potentially with various average bit rates.
Observation 6	The five use cases can have one common video traffic model with a different traffic direction and bit rate related parameters such as frame size and arrival generation interval
Observation 7	The amount of a jitter is expected very dependent on a specific XR use case whose transmission direction of main traffic is different.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to confirm that the VR1/VR2/AR1/AR2/Cloud gaming applications are of interest for Rel-17 study on XR evaluation for 5G NR and determine which of the use cases would need to be prioritized for the evaluation study.
Proposal 2	The frame size for the video traffic may include a variance, e.g., Gaussian distribution, in time to be more realistic.
Proposal 3	RAN1 should decide the exact video traffic parameters further based on input from SA WG4 XR study [3]. The necessary parameters include a frame size in terms of mean, variance, the maximum and the minimum value at least for the minimal acceptable encoding rate, in addition to the frame generation interval.
Proposal 4	Single video traffic model should be developed which is parameterizable to reflect key expected difference among XR use cases.
Proposal 5	When a jitter is modelled, it should be simple enough to simulate, e.g., uniform or truncated Gaussian, and the effect of IP segmentation needs to be avoided for RAN1 evaluation.
Proposal 6	Traffic arrival time offset among XR users needs to be included, e.g., random offset with the simple uniform distribution of [0 1/FPS] where FPS is a frame refresh rate
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