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1	Introduction
In this paper, we discuss PDSCH/PUSCH processing timeline aspects, PDSCH/PUSCH scheduling enhancements, HARQ feedback aspects for PDSCH, enhancements to DMRS/PTRS, and maximum channel bandwidth for the newly introduced SCSs.
[bookmark: _Ref178064866]2	Discussion
2.1	PDSCH/PUSCH processing timeline aspects
With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider first the UE PDSCH processing time, , specified in Section 5.3 of TS 38.214. For 120 kHz SCS for FR2 operations, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



As will be shown below, the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology. The HARQ-ACK multiplexing time,, follows the same time scaling pattern as .
Consider next the UE PUSCH processing time, , specified in Section 6.4 of TS 38.214 and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. 
Table 6.4-1: PUSCH preparation time (N2) for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



In order to investigate scaling of the UE processing time to the larger numerologies, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated by 

which increases exponentially with the numerology as mentioned above. The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. 
[bookmark: _Ref61355344]Table 1: Extrapolated PDSCH processing time (N1) and HARQ-ACK multiplexing timeline (N3) for front loaded DMRS case
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N1 [OS]
	8
	10
	17
	20
	
	

	N3 [OS]
	8
	10
	17
	20
	
	

	Estimate [OS]
	8
	11
	15
	20
	37
	50

	Estimate [μs]
	571
	388
	263
	179
	82
	56



The Rel-15 PUSCH scheduling latency can be similarly fitted to a simple formula. The PUSCH preparation time  for numerology  in terms of the number of OS in the respective numerology can be approximated by

[bookmark: _Ref61355593]Table 2: Extrapolated PUSCH preparation time (N2)
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N2 [OS]
	10
	12
	23
	36
	
	

	Estimate [OS]
	9
	14
	23
	36
	91
	144

	Estimate [μs]
	643
	510
	405
	321
	202
	161



The fitted formulae clearly exhibit an exponential increase in UE processing times with higher numerologies as can be further observed in Figure 1.

	[image: ]	[image: ]
	(a)	(b)	
[bookmark: _Ref60921413]Figure 1: Extrapolated N1, N2, and N3 values expressed in (a) OFDM symbols, (b) slots
For the system level simulations performed during the 52.6 – 71 GHz study item, it was agreed that “UE processing timeline in microseconds are assumed to be same as 120 kHz SCS PDSCH/PUSCH processing latency.” With this scaling, the processing time N1 = 20 OSs for 120 kHz SCS (from Table 1) scales to 80/160 OSs for 480/960 kHz SCS, respectively, which translates to roughly 6/11 slots. This means that it would take 11 slots before the UE can send back a HARQ-ACK result for the case of 960 kHz. Worse yet, with this scaling, the processing time N2 = 36 OSs for 120 kHz SCS (from Table 2) scales to 144/288 OSs for 480/960 kHz SCS, respectively, which translates to roughly 10/20 slots. This means that it would take 20 slots for the UE to prepare a scheduled PUSCH. With these values, the grant delay (grant transmission + processing + PUSCH preparation) induce more than 50% protocol latency overhead for scheduled UL transmissions. Such large L1 latencies for N1, N2, N3 are clearly not compatible with designing high performance NR operation in the 52.6 to 71 GHz range for a wide range of important use cases including, e.g., factory automation and industrial IoT applications.
In contrast, the scaling using the fitted formulas for N1, N2, N3 (see Figure 1(b)) which extrapolate the Rel-15 values, result in the latencies of roughly N1 & N3 = 3/4 slots and N2 = 6/10 slots for 480/960 kHz, respectively. These correspond to roughly half the values used during the study item. While this is a better starting point for discussion, some further tightening of processing needs to be discussed to enable high performance NR operation in the 52.6 to 71 GHz range to take advantage of the large available bandwidth.
[bookmark: _Toc61809009][bookmark: _Toc61809010][bookmark: _Toc61523172][bookmark: _Toc61809011][bookmark: _Toc61882132]UE PDSCH/PUSCH processing timelines for SCS > 120 kHz need to be further tightened compared to those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz. 
[bookmark: _Toc61523182][bookmark: _Toc61808854][bookmark: _Toc61523183][bookmark: _Toc61808855][bookmark: _Toc61523184][bookmark: _Toc61808856][bookmark: _Toc61523188][bookmark: _Toc61808860][bookmark: _Toc61523208][bookmark: _Toc61808880][bookmark: _Toc61523209][bookmark: _Toc61808881][bookmark: _Toc61523215][bookmark: _Toc61808887][bookmark: _Toc61523255][bookmark: _Toc61808927][bookmark: _Toc61523256][bookmark: _Toc61808928][bookmark: _Toc61523257][bookmark: _Toc61808929][bookmark: _Toc61523258][bookmark: _Toc61808930][bookmark: _Toc61523259][bookmark: _Toc61808931][bookmark: _Toc61523316][bookmark: _Toc61808988][bookmark: _Toc61523317][bookmark: _Toc61808989][bookmark: _Toc61523318][bookmark: _Toc61808990][bookmark: _Toc61882472]RAN1 should strive to narrow down the range of UE processing latencies early in the WI phase, particularly those related PDSCH/PUSCH processing (N1, N2, N3), to enable  multi-PDSCH/PUSCH design to proceed.
We note that issues (long latencies) are observed for the CSI computation time (Z1, Z2, and Z3) as defined in clause 5.4 of 38.214 when extrapolated to 480/960 kHz SCS. However, discussions on tightening of these processing times can occur later in the work item as they do not block design of multi-PDSCH/PUSCH.
[bookmark: _Hlk60674478]2.2	PDSCH/PUSCH scheduling enhancements
TR38.808 [3] contains the following recommendation:
For the study item, it is recommended to study of frequency domain scheduling enhancements/optimization for PDSCH/PUSCH, if needed, e.g. potential impact to UL scheduling if frequency domain resource allocation with different granularity than FR1/2 (e.g. sub-PRB, or more than one PRB) is supported, and study of time domain scheduling enhancements for PDSCH/PUSCH, if needed, e.g. increasing the minimum time-domain scheduling unit to be larger than one symbol, supporting multi-PDSCH scheduled by one DCI, supporting one TB mapped to multiple slots (i.e., TTI bundling).
It was identified that new subcarrier spacing, if agreed, may require further investigation of multi-PDSCH/PUSCH scheduling and standardization, if needed. The following aspects should be at least investigated for multi-PDSCH/PUSCH scheduling:
-	whether to support a single TB and/or multiple TBs scheduled over multiple slots,
-	applicable DCI format(s) (including potential new formats, if needed) for multi-PDSCH and multi-PUSCH scheduling,
-	enhancement on multiple beam indication and association with multiple PDSCH/PUSCH scheduling,
-	DM-RS enhancements such as DM-RS bundling, or changes to the time-domain pattern,
-	HARQ enhancements for multi-PDSCH,
-	applicability of Rel-16 multi-PUSCH scheduling.

To avoid any misunderstanding or confusion around the terminologies frequently used in the following discussion, it is beneficial to clarify the concepts of multi-PDSCH/PUSCH scheduling and multi-slot PDSCH/PUSCH scheduling as below.
Multi-PDSCH/PUSCH scheduling refers to one DCI scheduling multiple PDSCHs/PUSCHs, wherein each PDSCH/PUSCH conveys one or two codewords and is confined within a slot. Hence each TB is confined within a single slot;
Scheduling of multi-slot PDSCH/PUSCH refers to one DCI scheduling one PDSCH/PUSCH, which conveys one or two codewords and spans over multiple slots. This mechanism is also referred as “one TB over multiple slots” or “TTI bundling” sometimes.
[bookmark: _Ref61610332]2.2.1	Time domain resource allocation aspects
Support for multi-PUSCH scheduling, i.e., scheduling multiple PUSCH by a single DCI, was introduced in NR Rel-16, with the main motivations of (1) avoiding frequent DL/UL switching (which often involves LBT in unlicensed operation) and, (2) reducing PDCCH overhead. For NR operation in frequency bands above 52.6 GHz with larger subcarrier spacings, the OFDM symbol duration and slot duration shrink significantly. Given the shorter slot duration and longer processing latencies (in terms of # of symbols/slots) associated with larger SCSs, it is beneficial to extend the multi-PUSCH scheduling feature introduced in Rel-16 to scheduling of multiple PDSCH using one DCI in Rel-17. This can be accomplished using the similar approach as Rel-16 multiple-PUSCH time domain resource allocation. That is, each row in the new multi-PDSCH scheduling time domain resource allocation table can contain multiple mapping types and startSymbolAndLength (SLIV) settings. Similar to Rel-16, the HARQ process number field in the DCI applies to the first scheduled PDSCH. HARQ process number is then incremented by 1 for each subsequent PDSCH in the scheduled order, with modulo operation as needed. Separate NDI and RV fields are provided for each of the scheduled PDSCHs.
An example of using one DCI to schedule four consecutive PDSCHs is illustrated in Figure 2. A PUCCH can carry the feedback corresponding to the four consecutive PDSCHs. Multi-PDSCH scheduling will not only save on DCI overhead, but also makes it possible to operate with lower PDCCH monitoring granularity without compromising on scheduling granularity. In return, lower PDCCH monitoring granularity will result in significant UE power consumption savings.
[image: ]
[bookmark: _Ref60920266]Figure 2: Example of multi-slot PDCCH monitoring with periodicity .
According to the above clarification on terminology, we propose the following:
[bookmark: _Toc61882473]Support multi-PDSCH scheduling with a single DCI, where each PDSCH is confined within a slot.
As highlighted in the TR text above, it is FFS whether to support a single TB scheduled over multiple slots. One motivation claimed by proponents of multi-slot PDSCH/PUSCH is to mitigate the increase in the number of HARQ processes compared to multi-PDSCH/PUSCH scheduling. One may also claim supporting multi-slot PDSCH/PUSCH can also help to reduce HARQ feedback signalling. However, in our view, supporting multi-slot PDSCH/PUSCH comes with a number of other negative impacts. 
In general, supporting scheduling of multi-slot PDSCH/PUSCH has a much larger impact on the current specs, especially around TB size determination, CB segmentation and rate matching. Imagine there is a large TB to be transmitted over multiple slots with different time domain resource sizes (OFDM symbols). It is currently not specified in the specs how to distribute the TB among the slots to achieve consistent code rate for the entire TB. Significant standardization and implementation effort would be required to support such a feature.
When retransmission is required due to TB decoding failure, transmission of multi-slot PDSCH/PUSCH can become much less efficient compared to the counterpart solution, i.e., multi-PDSCH/PUSCH scheduling, in the sense that the entire TB needs to re-transmitted. To improve the re-transmission efficiency, CBG based HARQ feedback mechanism would need to be used in conjunction with scheduling of multi-slot PDSCH/PUSCH. However, this also means the claimed benefit of reducing HARQ feedback signalling by introducing scheduling of multi-slot PDSCH/PUSCH vanishes.
Furthermore, scheduling of multi-slot PDSCH/PUSCH would introduce longer TB processing latency and HARQ feedback delay and impose challenges on physical layer memory efficiency due to longer turn-around time. Based on the above analysis, we don’t see clear benefit of supporting multi-slot PDSCH/PUSCH.
[bookmark: _Toc61882474]Do not support multi-slot PDSCH/PUSCH, i.e., single TB over multiple slots or “TTI bundling” for PDSCH/ PUSCH.
The multi-PUSCH scheduling feature introduced in Rel-16 is constrained to contiguous slot allocation. More specifically, for the multiple PUSCHs scheduled by a single DCI, even though each PUSCH may have different OFDM allocation within a slot (specified by respective SLIV and mapping type), they need to be allocated in consecutive slots. This is beneficial in unlicensed operation in 5/6 GHz to avoid large PUSCH scheduling gaps, which might mandate LBT before subsequent PUSCH transmission and might end up that the UE loses the COT.
From a scheduling perspective, a gNB scheduler needs to time multiplex PDSCH/PUSCH transmission with other downlink or uplink channels, such as SSB, PDCCH, CSI-RS, PUCCH, PRACH, SRS, etc. Some of these downlink and uplink channels are scheduled periodically and cannot be shifted in time. The gNB scheduler also needs to follow certain TDD pattern (periodic DL/UL slot allocation). When serving a large number of UEs in a cell, the PDCCH monitoring period and offset are UE-specific configurations. From the network’s point of view, the gNB can stagger/offset the PDCCH transmissions for different UEs in different slots. In short, the gNB is faced with many scheduling constraints when schedules PDSCH or PUSCH for a particular UE.
To make the multi-PDSCH/PUSCH scheduling feature more useful in practice, it seems necessary to remove the contiguous allocation constraint, so that a sequence of PDSCH/PUSCH transmission can be efficiently scheduled. For example, the PDSCH/PUSCH transmissions can be scheduled as to avoid colliding with other periodic DL or UL channels. Such flexibility is needed specially when configuring very limited PDCCH occasion.  This can be achieved by indicating seperate K0/K2 value for each PDSCH/PUSCH SLIV in the rows in the Time Domain Resource Allocation Table for multi-PDSCH/PUSCH scheduling. Scheduling gaps can be indicated by proper K0/K2 settings. The advantage of this approach is that it reuses the existing TDRA framework as much as possible.
[bookmark: _Toc61882475]Support multi-PDSCH/PUSCH scheduling with non-contiguous allocations in the time domain.

2.2.2	Frequency domain resource allocation aspects
It is obvious that NR operation in frequency bands above 52.6 GHz will be characterized by directional transmission and reception from usage of large antenna array to achieve reasonable radio performance. When analog beamforming is used, a transmitter or a receiver can only form its beam in one direction at a given time instance. Frequency domain resource multiplexing among different UEs is very often not possible especially when the beam becomes narrower as the antenna array size increases in higher frequency bands. Hence, in higher frequency bands, it doesn’t give as much benefit to precisely specify frequency resource allocation in too small granularity as in the lower frequency bands.
Since the frequency domain resource allocation (FDRA) field in the DL/UL DCI formats accounts for a significant part of the total DCI sizes, adopting a more coarse frequency domain resource allocation granularity can help to reduce the FDRA field size and hence improve PDCCH coverage.
Table 3 lists the Nominal RBG size P and the corresponding number of FDRA bits for Resource Allocation Type 0 in a DL or UL DCI format. Configuration 1 and 2 are defined in the current specs. The maximum RBG size seems to be limited to 16 RBs. A third RBG configuration (Configuration 3) is also added in the table to illustrate FDRA size can be greatly reduced with increased RBG size. In the examplary Configuration 3 shown in Table 3, two possible options of P values and the corresponding FDRA sizes are given (seperated by ‘/’). One can see that with RBG set to 64 RBs, only 5 bits are needed to indicate frequency domain resource allocation in a BWP of 275 RBs.
[bookmark: _Ref60955672]Table 3: Normal RBG size (P) and FDRA field size, Resource Allocation Type 0
	Bandwidth Part Size
	Configuration 1
	Configuration 2
	Configuration 3

	
	P
	FDRA size
	P
	FDRA size
	P
	FDRA size

	1 – 36
	2
	18
	4
	9
	4/8
	9/5

	37 – 72
	4
	18
	8
	9
	8/16
	9/5

	73 – 144
	8
	18
	16
	9
	16/32
	9/5

	145 – 275
	16
	18
	16
	18
	32/64
	9/5



FDRA field size for Resource Allocation Type 1 is determined by the Resource Allocation Granularity (P) together with BWP size. Current specification specifies P value of 1,2,4,8 and 16 RBs for DCI format 0_2 and 1_2. For the other DL/UL DCI formats the P value is implicitly set to 1. Table 4 tabulates the P values and the corresponding FDRA field sizes assuming maximum BWP size. If the P value could be further extended to 32 RBs, the corresponding FDRA field size could be reduced to 6 bits.
[bookmark: _Ref60993953]Table 4: Resource Allocation Granularity (P) and FDRA field size, Resource Allocation Type 1
	Resource Allocation Granularity (P)
	FDRA size (BWP size = 275)

	1
	16

	2
	14

	4
	12

	8
	10

	16
	8

	32
	6



[bookmark: _Toc61882476]Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
[bookmark: _Toc61882477]Extend the Resource Allocation Granularity P value for PDSCH/PUSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.

2.2.3	DCI and RRC configuration aspects
In this section we discuss some scheduling timing paramters, i.e., the PDSCH scheduling offset K0, the PDSCH HARQ feedback delay K1, and the PUSCH scheduling offset K2, in the context of multi-PDSCH/PUSCH scheduling in NR operation beyond 52.6 GHz. Figure 3 gives a DL and a UL data scheduling example to illustrate these timing parameters in multi-PDSCH/PUSCH scheduling.
[image: ] 
[bookmark: _Ref61355312]Figure 3 K0, K1 and K2 in multi-PDSCH/PUSCH scheduling
PDSCH scheduling offset (K0) is the slot offset between a scheduling DCI and the scheduled PDSCH. K0 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. According to the solution we brought up in section 2.2.1 for indicating K0 for multi-PDSCH scheduling, i.e., a separate K0 is specified for each PDSCH in a multi-PDSCH TDRA table, the range of K0 value needs to large enough to cover the last PDSCH in a multi-PDSCH scheduling. Considering the maximum number of PDSCHs in a multi-PDSCH scheduling will most likely be at least 8 (which is the maximum number of PUSCHs in multi-PUSCH scheduling in Rel-16) and potential scheduling gaps in between the PDSCHs, the range of K0 needs to be increased. The current RRC specification defines range of K0 from 0 up to 32 slots, which, in our view, is not sufficient for multi-PDSCH scheduling.
[bookmark: _Toc61882478]For multi-PDSCH scheduling, increases the range for PDSCH scheduling offset (K0) in the current RRC specification.
PDSCH-to-HARQ_feedback timing indicator in a DL DCI indicates to the UE the HARQ feedback transmission delay from the ending slot of the scheduled PDSCH to the slot for PUCCH transmssion (so-called K1 value). PDSCH-to-HARQ_feedback timing indicator either direclty indicates HARQ feedback delay K1 in slots (1 to 8 slots) as for DCI Format 1_0, or map to values for a set of number of slots provided by dl-DataToUL-ACK or dl-DataToUL-ACKForDCIFormat1_2 as for DCI Format 1_1 and 1_2 respectively. The current RRC specification defines HARQ feedback delay K1 up to 15 slots.
In the case of multi-PDSCH scheduling, it is straightforward to clarify in the specification that the HARQ feedback delay is defined as the timing from the ending slot of the last scheduled PDSCH to the slot for PUCCH transmission. For multi-PDSCH scheduling in NR operation beyond 52.6 GHz with larger SCS, considering the shorter slot duration, longer PDSCH processing latency (in terms of numerologies) and various of scheduling constraints, it is beneficial to increase the range for K1 to at least 32 slots.
[bookmark: _Toc61882479]For multi-PDSCH scheduling, define HARQ feedbak delay (K1) as the timing from the ending slot of the last scheduled PSDCH to the slot for PUCCH transmission. Increase range of K1 from 15 to 31 slots.
PUSCH scheduling offset (K2) is defined as the slot offset from the scheduling DCI to the slot for PUSCH transmission. K2 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. According to the solution we brought up in section 2.2.1 for indicating K2 for enhanced multi-PUSCH scheduling, i.e., a separate K2 is specified for each PUSCH in a multi-PUSCH TDRA table, the range of K2 value needs to large enough to cover the last PUSCH in a multi-PUSCH scheduling. Considering the maximum number of PUSCHs in an enhanced multi-PUSCH scheduling will most likely be at least 8 (which is the maximum number of PUSCHs in multi-PUSCH scheduling in Rel-16) and potential scheduling gaps in between the PUSCHs, the range of K2 needs to be increased. The current RRC specification defines K2 value up to 32 slots, which, in our view, is not sufficient for enhanced multi-PUSCH scheduling.
[bookmark: _Toc61882480]For enhanced multi-PUSCH scheduling, increase the range for PUSCH scheduling offset (K2) in the current RRC specification.
2.3	HARQ feedback aspects 
2.3.1	Number of HARQ processes
Considering one multi-PDSCH/PUSCH scheduling consuming multiple consecutive HARQ processes and the much larger UE processing latencies in terms of numerology with larger SCS, an increase of the number of HARQ processes may become necessary in order not to throttle data throughputs due to HARQ process starvation.
In RAN1#102-e it was agreed to increase the maximum number of HARQ processes from 16 to 32 to mitigate the long channel propagation delay in Non-Terrestrial Network (NTN) (see [7]). Hence it is very convenient to reuse the NTN agreement in the development of NR beyond 52.6 GHz.
[bookmark: _Toc61882481]Increase maximum number of DL and UL HARQ processes in Rel-17 from 16 to 32.
2.3.2	Dynamic codebook enhancement
Multiple HARQ ACK bits corresponding to multiple PDSCHs can be multiplexed using dynamic codebook and transmitted in same PUCCH or PUSCH resource. The HARQ codebook size is derived from the DAI values carried in the most recent scheduling DCI. For multi-PDSCH scheduling where a number of consecutive PDSCHs by a single DCI, the problem arises on how to report the corresponding HARQ feedback efficiently and reliably.
The most straightforward solution (referred as Solution A in this discussion) of reporting HARQ feedback in the case of multi-PDSCH scheduling is to generate a HARQ codebook consisting of 1 or 2 HARQ ACK bits for each scheduled PDSCH scheduled by the same DCI and transmit the HARQ codebook in the indicated PUCCH transmission opportunity. The HARQ codebook size is derived from the DAI values in the DCI and the number of scheduled PDSCHs. However, this solution is very vulnerable to any loss of PDCCH or PUCCH. As long as a PDCCH is miss-detected or a PUCCH is not heard by the gNB, there is no way to correctly construct a subsequent HARQ codebook. Figure 4 below demonstrates a working case (a) and a non-working case (b) for HARQ feedback Solution A.
[image: ]
[bookmark: _Ref61005224]Figure 4: HARQ feedback in multi-PDSCH scheduling, Solution A

Another solution (Solution B) to report HARQ feedback for multi-PDSCH scheduling is that the UE generates a single HARQ ACK feedback (1 or 2 bits depending on the maximum number of TBs in the PDSCHs) for all PDSCHs scheduled by the same DCI, which corresponds to logical AND of the decoding results for all scheduled PDSCHs. With this solution the DAI values in the scheduling DCI directly indicates the size of the HARQ codebook, which makes this solution very robust against loss of PDCCH or PUCCH. The drawback for this solution is that in case any of the scheduled PDSCHs is not decoded correctly, the UE has to report HARQ NACK to the gNB. And the gNB has to re-transmit all the PDSCHs since it doesn’t know which PDSCHs fail, resulting in poor re-transmission efficiency. Figure 5 shows two examples for HARQ feedback Solution B.
[image: ]
[bookmark: _Ref61005812]Figure 5: HARQ feedback in multi-PDSCH scheduling, Solution B
A third solution (Solution C) tries to improve on the HARQ re-transmission efficiency of Solution B, but still uses a fixed number of HARQ feedback bits for each multi-PDSCH scheduling DCI. Hence the problems of potentially unknown codebook size of Solution A are avoided. In this hybrid solution, the multiple PDSCHs scheduled by a single DCI are evenly split into NHBG HARQ bundling groups, where NHBG is an RRC configuration parameter. The UE generates a single HARQ feedback (1 or 2 bits depending on the maximum number of TBs in a PDSCH) for the PDSCHs belong to the same HARQ bundling group. The HARQ feedback corresponds to a logical AND of the decoding results for the PDSCHs in the group similar to Solution B. For a HARQ feedback transmission in a particular PUCCH, the HARQ codebook size can be correctly derived based on the DAI values in the scheduling DCI and the number of HARQ bundling groups (NHBG). In case the number of scheduled PDSCHs by a DCI is smaller than NHBG, the corresponding HARQ feedback bits in the codebook should be set to NACK. Two examples are given in Figure 6 to elaborate the HARQ bundling solution, with the number of HARQ bundling groups equal to 2 and the HARQ codebook size is calculated as DAI * NHBG  = 6.
[image: ]
[bookmark: _Ref61009933]Figure 6: HARQ feedback in multi-PDSCH scheduling, Solution C
In our view, the third solution discussed above, referred as HARQ bundling groups, can achieve good balance between robustness and efficiency in various of application scenarios.

[bookmark: _Toc61882482]Support HARQ bundling groups for dynamic HARQ codebook for multi-PDSCH scheduling. The HARQ feedback corresponding to multiple PDSCHs scheduled by a single DCI is distributed evenly amongst the HARQ bundling groups.

2.3.3	Semi-static codebook enhancement
Semi-static HARQ codebook is derived from the relevant PDCCH monitoring opportunities and the maximum number of simultaneous TBs across all component carriers. The semi-static codebook mechanism as defined in the current specification can be reused in multi-PDSCH scheduling. Some clarification might be needed in the specification for the HARQ ACK bit multiplexing ordering when multiple PDSCHs are scheduled by a single DCI. For example, the specification can specify that the HARQ ACK bit multiplexing starts with the indices of PDSCHs in a DCI, followed by the indices of component carriers, and then the PDCCH monitoring occasions. Figure 7 demonstrates two examples for semi-static codebook in multi-PDSCH scheduling. Maximum number of TBs in one PDCCH monitoring occasion is 4 in the examples.
[image: ]
[bookmark: _Ref61017740]Figure 7 Semi-static HARQ codebook in multiple PDSCH scheduling
Another problem around semi-static codebook in multi-PDSCH scheduling is that the PDSCH processing time requirement might not be fulfilled for some of the PDSCHs scheduled by a DCI, simply because they are too close in time to the scheduled PUCCH transmission. This problem can be mitigated by gNB carefully selecting a proper HARQ feedback delay (K1) value that fulfills the processing time requirement for all scheduled PDSCHs. From the UE perspective, in case some of the PDSCHs can’t be decoded in time for HARQ feedback transmission, UEs should report NACK in the HARQ codebook (same strategy as the HARQ ACK reporting in Rel-15).
[bookmark: _Toc61882133]The current semi-static HARQ codebook can be reused in multi-PDSCH scheduling. Certain clarification might be needed in the specification for the HARQ ACK bit multiplexing ordering and HARQ ACK reporting.
2.3.4	Enhancement to CBG based HARQ feedback
In Rel-15/16, CBG based HARQ feedback is supported for PDSCH/PUSCH scheduled with DCI formats 1_1/0_1. In the DL, CBG transmission information (CBGTI) in the DCI format 1_1 indicates to the UE which CBGs for a PDSCH on a HARQ process are transmitted or re-transmitted. The UE should only process the indicated CBGs and report HARQ feedback for each CBGs. In the UL, CBGTI in DCI format 0_1 indicates to the UE which CBGs for a PUSCH on a HARQ process should be transmitted or re-transmitted. UE should only transmit in the UL the indicated CBGs.
CBGTI in DCI formats 1_1/0_1 takes 2, 4, 6 or 8 bits depending on the maximum number of CBGs in a TB. If CBG based HARQ feedback would be supported for multi-PDSCH/PUSCH scheduling in NR operation beyond 52.6 GHz, the number of CBGTI bits in a DCI will be scaled up by the maximum number of scheduled PDSCH/PUSCHs. Obviously, this will increase the DCI size and affect PDCCH link budget significantly. The size of HARQ codebook for multi-PDSCH scheduling will also increase dramatically.
Another negative effect of supporting CBG based HARQ feedback in multi-PDSCH/PUSCH scheduling is that HARQ retransmission will become much more complicated. Multiple PDSCHs/PUSCHs scheduled by a same DCI will most likely share the same frequency resource allocation and MCS, and the HARQ process numbers for the PDSCHs/PUSCHs will be consecutive, which doesn’t give the same level of scheduling flexibility as the legacy single PDSCH/PUSCH scheduling. Selective CBG retransmission will introduce a number of new issues to be addressed in the specs around rate matching and resource mapping. The retransmission efficiency will most likely degrade.
For the similar reasons as discussed above, it was decided that the CBG based HARQ feedback is not supported for multi-PUSCH scheduling in Rel-16. For multi-PDSCH/PUSCH scheduling to be specified in Rel-17, the same strategy should be adopted.
[bookmark: _Toc61882483]Do not support CBG based HARQ feedback for multi-PDSCH/PUSCH scheduling
2.4 	PT-RS Enhancements
The WID [4] contains the following objective related to PTRS enhancement:
Evaluate, and if needed, specify the PTRS enhancement for 120kHz SCS, 480kHz SCS and/or 960kHz SCS, as well as DMRS enhancement for 480kHz SCS and/or 960kHz SCS.


Phase noise generally increases by 6 dB when carrier frequency doubles, and hence impacts of phase noise on NR operations in the 52.6 – 71 GHz range can be expected to be more pronounced than those on NR operations in the FR2. The presence of phase noise can cause two types of impairments to an OFDM signal: (1) a common random phase rotation (same on each subcarrier); and (2) inter-carrier interference between subcarriers. In this section, we study potential modification to the PT-RS pattern or configuration to determine whether or not enhancements are needed to aid ICI compensation.
2.4.1	ICI Compensation
There are two possible approaches to mitigate OFDM signal performance degradation caused by time-varying phase noise induced inter-subcarrier-interference (ICI):
[bookmark: _Hlk60773307]1.	Direct de-ICI filtering approach (See [6] for detailed description of algorithm)
With this approach a filter on the received signal is estimated directly such that the filtered received signal becomes approximately free of ICI. This approach can be readily applied using the existing Rel-15 PTRS design without any additional changes to the PTRS design.
2.	ICI filter approximation approach (See [6] for detailed description of algorithm)
With this approach, the ICI filter induced by the phase noise is estimated first. The received signal is then filtered by the conjugate reverse of the estimated ICI filter. This approach requires that one or more clusters of consecutive subcarriers are used for PT-RS, which is different than the fully distributed structure of the Rel-15 PT-RS [1].
2.4.2	PT-RS design
To potentially enhance PT-RS structure, there are two possible primary candidates: (i) increasing PT-RS density as compared to existing Rel-15 PT-RS and (ii) introducing alternative localized or clustered PT-RS structures.  In this section, we provide extensive link-level simulation results to study whether or not a new PT-RS structure is needed.
In the transport block size determination procedure in TS 38.214, a UE first determines the number of REs allocated for PDSCH within a PRB via

[bookmark: _Hlk60834825]As agreed in the link level evaluation assumptions,  is used in the evaluation. As a result, the effective code rate (CR) increases as the overhead introduced by PTRS increases. In other words, the transport block size of an MCS remains the same regardless of PTRS overhead.
[bookmark: _Hlk60744231]2.4.2.1	Density of distributed PT-RS structure
While more PT-RS potentially increases the accuracy of ICI compensation, it also increases the effective CR due to PT-RS overhead. To study the potential modification for the PT-RS configuration to aid performance improvement, we perform ICI compensation using direct de-ICI filtering approach for two different options on PT-RS densities (Option 0/1):
· Option 0 (baseline): Rel-15 PT-RS structure with 1 PT-RS symbol every 2 RBs, i.e., K=2, L=1.
· Option 1:  Enhanced PT-RS structure with 1 PT-RS symbol every single RB, i.e., K=1 and L=1.
· Note that, by increasing the PTRS density to K=1, fewer resources are available to carry coded bits, resulting in higher effective LDPC code rates for the physical share channels.
In Figure 8 – Figure 10, we provide SNR at 10% BLER for various MCSs for TDL-A channel with 10 ns delay spread for the following scenarios:
· 400 MHz: 256 RBs @ 120 kHz SCS
· 1.6 GHz: 256 RBs @ 480 kHz SCS
· 2 GHz: 160 RBs @ 960 kHz SCS
It is to be noted that the bars which are not available in Figure 8 – Figure 10 correspond to scenarios in which required SNR to satisfy 10% BLER are greater than 35 dB or where 10% BLER cannot be satisfied at all due to an error floor. 
As shown in Figure 8 – Figure 10, the required SNR using existing Rel-15 PT-RS structure (K=2) is less than or equal to that of an enhanced PT-RS structure (K=1). This is because the gain of better phase noise mitigation from using K=1 density does not make up for the loss of coding gain due to higher PTRS overhead, particularly for the higher MCS modes. (Equivalently, if  had been set to maintain the same LDPC code rate for K = 2 and K = 1, data rates would be reduced by using the K=1 PTRS density.)

[bookmark: _Toc60834484][bookmark: _Toc61882134]Enhanced PT-RS structure with 1 PT-RS symbol every RB (K = 1) does not provide additional performance gain over the existing Rel-15 PT-RS structure (K = 2).
[image: ] [image: ]
[bookmark: _Ref60774622]Figure 8:  Required SNR at 10% BLER for 120 kHz SCS in TDL-A channel with 10 ns DS with Rel-15 PT-RS structure with K=2 (left) and enhanced PTRS with K=1 (right). For ICI compensation, the number of taps in the direct de-ICI filter is 2*u+1.
[image: ] [image: ]
Figure 9: Required SNR at 10% BLER for 480 kHz SCS in TDL-A channel with 10 ns DS with Rel-15 PT-RS structure with K=2 (left) and enhanced PTRS with K=1 (right). For ICI compensation, the number of taps in the de-ICI filter is 2*u+1.
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[bookmark: _Ref60774631]Figure 10: Required SNR at 10% BLER for 960 kHz SCS in TDL-A channel with 10 ns DS with Rel-15 PT-RS structure with K=2 (left) and enhanced PTRS with K=1 (right). For ICI compensation, the number of taps in the de-ICI filter is 2*u+1.
2.4.2.2	 Clustered PT-RS structure
Unlike the direct de-ICI filtering approach, in order for the ICI filter estimation approach to work, the PT-RSs need to be organized differently than the distributed structure in Rel-15 NR. As proposed in [1], PT-RSs should be clustered into blocks. One straightforward solution is to have a cluster with as many PT-RSs as in Rel-15 NR. However, for a dispersive channel, it would be beneficial to have several clusters (with fewer PT-RSs each) that are separated in the frequency domain to capture frequency diversity. As illustrated in Figure 11, we investigate this generalized clustered PT-RS structure where there are N PT-RS clusters and each cluster consists of M PT-RSs. For clustered PT-RS, Zadoff-chu sequence which has constant modulus in both time domain and frequency domain is used.
[image: ]
[bookmark: _Ref47619350]Figure 11: Clustered PT-RS structure in one OFDM symbol
Because of the fast time-varying nature of the phase noise, the ICI components experienced by adjacent OFDM symbols can differ significantly. As a result, PT-RSs need to be present in every non-DMRS OFDM symbol. For Rel-15 NR, PT-RS can be configured to be present in every non-DMRS OFDM symbol and, in frequency domain, there is no more than one PT-RS subcarrier per RB. The specs are defined such that, with proper configuration, PT-RS does not collide with other RS.
In contrast, the same cannot be easily achieved with the alternative clustered PT-RS structure shown above. The size of each cluster of contiguous PT-RS should satisfy  in order to estimate a -tap approximation of the ICI filter. That is, to estimate a 3-tap approximation of the ICI filter, each cluster should have at least 5 PT-RS subcarriers. This type of clusters can frequently collide with other existing NR RS, and there is no simple solution to avoid collisions. One example collision is with the tracking RS illustrated in Figure 12. Since there are only three subcarriers between two TRSs, there is not enough room to insert the needed minimum of five clustered subcarriers. 

[bookmark: _Toc53776227][bookmark: _Toc60834485][bookmark: _Toc61882135]Clustered PT-RS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution.

[image: ]
[bookmark: _Ref47542063]Figure 12: Tracking reference symbol (TRS) mapping in NR

[bookmark: _Hlk60765587]In the following, we evaluate the two different ICI compensation approaches with different options on the PTRS structures (Option 0/1/2). Note that since the direct de-ICI filtering approach is agnostic to the exact locations of the PT-RS we evaluate that approach using the clustered PTRS for comparison.
Approach 1: Direct de-ICI compensation approach
Option 0 (baseline): Rel-15 PT-RS structure with K=2 and L=1
Option 1 as described below 
Option 2 as described below
Approach 2: ICI filter approximation approach 
Option 1: Single cluster with same number of PT-RS subcarriers as Rel-15 setup (K=2).
Option 2: Multiple clusters of 5 PT-RS subcarriers with approximately the same total number of PT-RS subcarriers as Rel-15 setup (K=2). That is, the number of clusters is , where  is the number of allocated RBs.
Note: Approach 2 is not compatible with Option 0 (baseline) Rel-15 PTRS structure.
We emphasize that the PT-RS overhead is the same for both Options 1 and 2, which in turn is the same as the baseline (Option 0) Rel-15 PTRS overhead. For both ICI compensation approaches, 3-tap filters () are estimated and used for compensation.
The BLER performance comparison between Option 0 and Option 1 is provided in Figure 13. We can observe that the existing Rel-15 NR distributed PT-RS structure outperforms the single clustered PT-RS structure. This is mainly because the Rel-15 PT-RS structure is robust against frequency selective channels, as the reference signal is distributed over the entire scheduled BW. With the introduction of multiple clusters in Option 2, the link performance improves as shown in Figure 14; however, the performance does not exceed that of the Rel-15 PT-RS structure when the direct de-ICI filtering received is applied. We can also see that ICI compensation performance for 1600 MHz is better than for 400 MHz bandwidth since, for a given K (here K=2), the number of PT-RS samples for 1600 MHz is greater than that for 400 MHz BW, resulting in improved averaging and thus reduced estimation error. However, the larger bandwidth does not change the conclusions on which PTRS structure is superior. 
It can be further observed in Figure 13 and Figure 14 that the direct de-ICI filtering approach on the clustered PT-RS outperforms the ICI filter estimation approach. As discussed in the above, the two main reasons are (1) the ICI filter estimation approach has lower PT-RS efficiency: each cluster of 5 PT-RS is used to construct only 3 least square equations instead of 5; and (2) the ICI mitigation in the ICI filter estimation approach relies on the assumption that the convolution of the true ICI filter and the conjugate reverse of the estimated ICI filter is approximately a unit impulse signal, which cannot generally be guaranteed in practice.
[bookmark: _Toc53776228][bookmark: _Toc60834486][bookmark: _Toc61882136]A clustered PT-RS structure does not offer a performance advantage over the existing Rel-15 NR distributed PT-RS structure.
Based on the above extensive analysis alternative PT-RS structures and ICI compensation algorithms, we conclude with the following proposal:
[bookmark: _Toc47624950][bookmark: _Toc47625720][bookmark: _Toc47626064][bookmark: _Toc47630290][bookmark: _Toc47624951][bookmark: _Toc47625721][bookmark: _Toc47626065][bookmark: _Toc47630291][bookmark: _Toc47624952][bookmark: _Toc47625722][bookmark: _Toc47626066][bookmark: _Toc47630292][bookmark: _Toc53086145][bookmark: _Toc53776229][bookmark: _Toc60834487][bookmark: _Toc61882484]Retain the same Rel-15 distributed PT-RS design for OFDM for NR operation in 52.6 to 71 GHz. Increasing the frequency domain density of PTRS compared to Rel-15 does not provide gains.

[bookmark: _Toc47616544][bookmark: _Toc47616596][bookmark: _Toc47616546][bookmark: _Toc47616598][bookmark: _Toc47616547][bookmark: _Toc47616599][bookmark: _Toc47616548][bookmark: _Toc47616600][image: ][image: ]
[bookmark: _Ref47559341]Figure 13: BLER for 480 kHz SCS in TDL-A channel with 10 ns DS with Rel-15 PTRS or single-clustered PT-RS structures for 400 MHz (left) and 1.6 GHz (right) bandwidth.
[image: ][image: ]
[bookmark: _Ref47559346]Figure 14: BLER for 480 kHz SCS in TDL-A channel with 10 ns DS with Rel-15 PTRS or multiple-clustered PT-RS structures for 400 MHz (left) and 1.6 GHz (right) bandwidth.

2.5	DMRS Enhancements
The WID [4] contains the following objective related to DMRS enhancement:
Evaluate, and if needed, specify the PTRS enhancement for 120kHz SCS, 480kHz SCS and/or 960kHz SCS, as well as DMRS enhancement for 480kHz SCS and/or 960kHz SCS.


[bookmark: _Hlk60941463]During the study item, the issue that was raised is that for a channel with significant time dispersion (large delay spread), the frequency selectivity can cause a loss in orthogonality between FD OCCs used for the different layers, for example in a rank-2 transmission.  Here we investigate this effect by comparing the performance of a practical channel estimation scheme to the ideal (genie) channel estimator for both Rank-1 and Rank-2. For Rank-2 we compare the Rel-15 Type-1 DMRS structure for two cases, one in which the two ports are code division multiplexed in the frequency domain on the same comb (FD-CDM) and one in which the two ports are restricted to always be on different combs (No FD-CDM). We consider the following SU-MIMO scenarios:
· 256 RBs @ 480 kHz (1.6 GHz)
· TDL-A channel with delay spread values: 10 ns, 20 ns, and 40 ns
· Rank 1, Type-1 DMRS + practical channel estimation
· Rank 1, Ideal channel estimation
· [bookmark: _Hlk60941742]Rank 2, Type-1 DMRS (FD-CDM) + practical channel estimation
· [bookmark: _Hlk60942606]Rank 2, Type 1 DMRS (No FD-CDM) + practical channel estimation
· Rank 2, Ideal channel estimation
· 128 RBs @ 960 kHz (1.6 GHz)
· TDL-A channel with delay spread values: 10 ns and 20 ns
· Rank 1, Type-1 DMRS + practical channel estimation
· Rank 1, Ideal channel estimation
· Rank 2, Type-1 DMRS (FD-CDM) + practical channel estimation
· Rank 2, Type 1 DMRS (No FD-CDM) + practical channel estimation
· Rank 2, Ideal channel estimation
Restricted Type-1 DMRS: The restriction we consider for DMRS Type-1 is that for Rank-2, the ports of the same user in an SU-MIMO scenario are restricted to be on different combs only. This effectively disables frequency domain CDM (FD-CDM) of ports on the same comb; time domain CDM (TD-CDM) can still be preserved. For a single user MIMO scenario, for example, layer 0/1 should always be mapped to ports 1000/1002 instead of 1000/1001. In a MU-MIMO scenario this means that ports for multiple users should not be multiplexed on the same comb. The benefit is improved channel estimation performance due to better orthogonality between ports. The unavoidable consequence, however, is that the maximum rank for SU-MIMO is reduced and/or the user-multiplexing capacity for MU-MIMO is reduced.
For the above scenarios, we assume no phase noise to isolate the impact of channel estimation error. For performance comparison between subcarrier spacings 480 kHz and 960 kHz, we define the following relative delay spread metric:
Relative DS = Absolute DS (in s) * SCS (in Hz) * 100,
Hence, for 480 kHz with delay spread 10, 20, and 40 ns, the corresponding relative delay spreads are 0.5, 1, and 2% respectively. For 960 kHz with delays spreads 10 and 20 ns, the corresponding relative delay spreads are 1 and 2%, respectively. From channel estimation perspective, 2% relative delay spread can be viewed as “large delay spread”.
[bookmark: _Hlk60943981]The poor interpolation and loss of orthogonality among 2 ports that are FD-CDM'd can degrade performance of practical channel estimation. To study this effect, we performed extensive simulations according to the above scenarios. Figure 15 and Figure 16  show the performance for 480 kHz and 960 kHz SCS, respectively for the example of MCS 22 for both 1% and 2% relative delay spread. Performance plots for larger MCS (MCS 24, 26, and 28) are shown in the Appendix A.1. We summarize the graphical results for all delay spreads and MCSs in Table 5 (480 kHz SCS) and Table 6 (960 kHz SCS) which show the required SNR values to achieve 10% and 1% BLER. From these simulation results, we observe the following: 
· For Rank-1 transmission (single port)
· For MCS 22/24/26 the gap in performance between genie/practical channel estimators is insignificant for relative DS up to and including 2%. In other words, there is little room for improvement using an enhanced DMRS design.
· For MCS 28
· Performance gap is insignificant for relative DS < 2%
· For relative DS = 2%, the gap is at most 0.9 dB for SNR in dB achieved 10% BLER. It is questionable whether any DMRS enhancement is needed for the special case for Rank-1. 
· For Rank-2 transmission (2 ports)
· MCS 22/24: Disabling FD-CDM is beneficial for relative DS > 1%
· MCS 26: Disabling FD-CDM is beneficial for relative DS > 0.5%
· MCS 28: Disabling FD-CDM is beneficial for relative DS >= 0.5%
· For Rank > 2
· Since FD-CDM is disabled, the port multiplexing capacity is reduced by half compared to if FD-CDM is allowed. Hence, the maximum supported rank is affected depending on if single or double symbol DRMS is used
· Single-symbol DMRS
· Ranks 3 and 4 cannot be supported
· Double-symbol DMRS
· Ranks 3 and 4 can still be supported using time domain CDM (TD-CDM) within the same comb, even if FD-CDM is disabled.
· Ranks 5 – 8 cannot be supported
Based on the above observations, we make the following proposal:
[bookmark: _Toc61882485]Support a configuration of DMRS Type-1 that disables frequency domain CDM (FD-CDM) within the same comb (CDM group) for 480/960 kHz. This results in the following restrictions:
· [bookmark: _Toc61882486]For single-symbol DMRS: Rank 3,4 not supported
· [bookmark: _Toc61882487]For double-symbol DMRS: Ranks 5 – 8 not supported
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[bookmark: _Ref60938236]Figure 15: PDSCH performance for MCS22 for 480 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%. 
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[bookmark: _Ref60938246]Figure 16: PDSCH performance for MCS22 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
[bookmark: _Ref60943032]Table 5: Required SNR in dB to achieve BLER of 10% ∕ 1% for 480 kHz SCS for no phase noise scenario.
	
	
	
	Rank-1
	Rank-2

	MCS
	Relative DS
	Channel estimation
	Practical

Type-1
DMRS
	Ideal
	Practical

Type-1 DMRS
(No FD-CDM)
	Practical

Type-1 DMRS (FD-CDM)
	Ideal

	22
	0.5%
	TDL-A, 10 ns
	14.3/15.7
	14.1/15.5
	19.5/20.9
	19.5/20.9
	19/20.4

	
	1%
	TDL-A, 20 ns
	14/15.3
	13.8/15.1
	19.1/20.4
	19.2/20.5
	18.5/19.6

	
	2%
	TDL-A, 40 ns
	14/15.3
	13.6/14.9
	20.2/21.9
	27.5/-
	18.8/20.2

	24
	0.5%
	TDL-A, 10 ns
	16.7/18.2
	16.5/17.9
	22.6/24.1
	22.7/24.4
	22/23.6

	
	1%
	TDL-A, 20 ns
	16.4/17.8
	16.1/17.5
	22.2/23.5
	22.7/-
	21.4/22.6

	
	2%
	TDL-A, 40 ns
	16.4/17.8
	16/17.5
	25.7/-
	-/-
	23.2/26.2

	26
	0.5%
	TDL-A, 10 ns
	19.1/20.6
	18.9/20.4
	26.0/27.9
	26.3.28.6
	25.5/27.4

	
	1%
	TDL-A, 20 ns
	18.8/20.2
	18.5/19.8
	25.7/27
	-/-
	24.7/26.1

	
	2%
	TDL-A, 40 ns
	18.9/20.4
	18.4/19.8
	-/-
	-/-
	-/-

	28
	0.5%
	TDL-A, 10 ns
	22.9/24.6
	22.7/24.4
	32.3/-
	-/-
	31.6/33.8

	
	1%
	TDL-A, 20 ns
	22.7/24.2
	22.3/23.7
	31.9/33.7
	-/-
	30.7/32.4

	
	2%
	TDL-A, 40 ns
	23.9/27
	23.1/25.5
	-/-
	-/-
	-/-



[bookmark: _Ref60943037]Table 6: Required SNR in dB to achieve BLER of 10% ∕ 1% for 960 kHz SCS for no phase noise scenario.
	
	
	
	Rank-1
	Rank-2

	MCS
	Relative DS
	Channel estimation
	Practical

Type-1
DMRS
	Ideal
	Practical

Type-1 DMRS
(No FD-CDM)
	Practical

Type-1 DMRS (FD-CDM)
	Ideal

	22
	1%
	TDL-A, 10 ns
	14.1/15.5
	13.9/15.3
	18.7/20.1
	18.8/20.3
	18.1/19.3

	
	2%
	TDL-A, 20 ns
	14.2/15.6
	13.8/15.1
	20/21.7
	28.3/-
	18.6/20.1

	24
	1%
	TDL-A, 10 ns
	16.2/17.7
	15.9/17.4
	21.9/23.3
	22.4/-
	21.1/22.5

	
	2%
	TDL-A, 20 ns
	16.4/17.9
	15.9/17.4
	25.5/-
	-/-
	23.1/25.8

	26
	1%
	TDL-A, 10 ns
	18.4/19.9
	18.1/16.6
	25.2/26.8
	29.6/-
	24.3/25.9

	
	2%
	TDL-A, 20 ns
	18.9/20.5
	18.3/19.9
	-/-
	-/-
	-/-

	28
	1%
	TDL-A, 10 ns
	22.3/23.9
	21.9/23.5
	31.3/33.5
	-/-
	30.3/32.3

	
	2%
	TDL-A, 20 ns
	23.9/26.8
	23.0/25.5
	-/
	-/-
	-/-



2.6	Maximum Channel Bandwidth
In RAN4, both channel bandwidth and transmission bandwidth configuration are defined, as shown in Figure 17
[image: ]
[bookmark: _Ref60933505]Figure 17: Channel and transmission bandwidths defined by RAN4 (see [5]).
The transmission bandwidth configuration (in # of RBs) is determined by RAN4 based on RF requirements on adjacent channel leakage and blocking which determine the size of the guard bands. For example, for FR2 for 120 kHz SCS, the transmission bandwidth configuration is N = 264 PRBs [5].
As captured in the WID [4], RAN1 should decide on the maximum bandwidth(s) for new SCS(s) 480 and 960 kHz:· Physical layer aspects including [RAN1]:

· In addition to 120kHz SCS, specify new SCS, 480kHz and 960kHz, and define maximum bandwidth(s), for operation in this frequency range for data and control channels and reference signals, only NCP supported. 

Note 3: The maximum FFT size required to operate the system in 52.6GHz-71GHz frequency is 4096, and the maximum of RBs per carrier is 275 RBs.


Our understanding of this is that RAN1 should decide on the maximum channel bandwidth. However, since the transmission bandwidth configuration depends on RF requirements that determine the size of the guard-bands, RAN4 shall decide the transmission bandwidth configuration after RF requirements are established for the 52.6 – 71 GHz band.
During the study item for extending NR above 52.6 GHz, it was agreed that the maximum channel bandwidth B is between 400 and 2160 MHz. The upper end of this range (2160 MHz) was selected to align with the channel bandwidth defined by the IEEE 802.11ad/ay specifications.
Agreement:
For NR system operating in 52.6 GHz to 71 GHz, 
· NR should be designed with maximum FFT size of 4096 and maximum of 275RBs per carrier;
· Candidate supported maximum carrier bandwidth(s) for a cell is between 400 MHz and 2160 MHz;

For 3GPP NR, B = 2160 MHz channel is achievable when using SCS 960 kHz. Achieving this channel bandwidth requires an FFT no smaller than 4096 in order to avoid exceeding the agreed maximum number of RBs for a carrier (275). Assuming that the spectral utilization (ratio of transmission bandwidth configuration to channel bandwidth B) is given by u, the number of RBs needed to achieve this spectral utilization is N = floor(u*B/(12*0.96)). For example, for 90% spectral utilization (u = 0.9), the number of RBs is N = 168 which is indeed less than the maximum agreed value of 275. With this number of PRBs, the FFT utilization is N*12/4096 = 49%. We note that this value is significantly lower than for FR2 (maximum 77%), which may lead to power inefficiency. Despite the inefficiency, achieving channel bandwidth B = 2160 MHz is feasible from a RAN1 perspective while keeping within the limits of the maximum number of PRBs and maximum FFT size. However, we point out that it may be desirable to support a maximum channel bandwidth for 960 kHz that is at least nominally an integer multiple of the defined minimum bandwidth. Hence, a value of B = 2000 MHz may be desirable.
[bookmark: _Toc61882137]From a RAN1 perspective, it is feasible to define a maximum channel bandwidth in the range B = [2000 .. 2160] MHz for the case of 960 kHz SCS with FFT size 4096.
For the case of 480 kHz SCS, we propose to support a nominal maximum channel bandwidth of 1600 MHz (4 times the maximum nominal value for FR2 for 120 kHz SCS). However, the precise value is dependent on the desired maximum FFT utilization and spectral utilization. Achieving a nominal 1600 MHz bandwidth requires an FFT size of 4096 so as not to exceed the agreed maximum number of RBs for a carrier (275). As a starting point, one design goal can be to ensure that the FFT utilization is no less than a target value that is close to the maximum 77% achieved in FR2. For example, one can choose a target of 75% which means that the number of RBs is N = floor(0.75*4096/12) = 256 RBs. Like discussed above, this number of RBs as a function of the spectral utilization and the channel bandwidth B is given by N = floor(u*B/(12*0.48)). For example, to achieve a spectral utilization of no less than 90% with N = 256, this equation is satisfied by choosing the channel bandwidth B = 1635.84 MHz. This value turns out to be an integer number of 480 kHz subcarriers (3408), and the actual spectral utilization is N*12*0.48/B = 0.901. Furthermore, the number of subcarriers is divisible by 2, 4, and 8 thus allowing a "nested channelization" design whereby an integer number of smaller bandwidth channels (B/2, B/4, B/8 …) fit within channel bandwidth B. We also observe that five B/4 = 408.96 MHz channels also fit within the bandwidth of a 2160 MHz channel (3GPP NR or IEEE 802.11ad/ay).
[bookmark: _Toc61882138]From a RAN1 perspective, it is feasible to define a maximum channel bandwidth B ≈ 1600 MHz for the case of 480 kHz SCS with FFT size 4096. The precise value of B depends on the desired FFT utilization and desired spectral utilization. For example, B = 1635.84 MHz achieves FFT utilization of 75% and spectral utilization ≈ 90%, similar to values achieved in FR2.
[bookmark: _Toc61882488][bookmark: _GoBack]Inform RAN4 that from a RAN1 perspective it is feasible to define the maximum channel bandwidth for 960 kHz SCS to be in the range B = [2000 .. 2160 MHz] and for 480 kHz SCS as B ≈ 1600 MHz, using an FFT size of 4096. The precise values of B depend at least on the desired channelization design, the desired spectral utilization value (ratio of transmission BW configuration to channel BW), and a target FFT utilization value.

Conclusion
In this paper we made the following observations: 
Observation 1	UE PDSCH/PUSCH processing timelines for SCS > 120 kHz need to be further tightened compared to those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz.
Observation 2	The current semi-static HARQ codebook can be reused in multi-PDSCH scheduling. Certain clarification might be needed in the specification for the HARQ ACK bit multiplexing ordering and HARQ ACK reporting.
Observation 3	Enhanced PT-RS structure with 1 PT-RS symbol every RB (K = 1) does not provide additional performance gain over the existing Rel-15 PT-RS structure (K = 2).
Observation 4	Clustered PT-RS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution.
Observation 5	A clustered PT-RS structure does not offer a performance advantage over the existing Rel-15 NR distributed PT-RS structure.
Observation 6	From a RAN1 perspective, it is feasible to define a maximum channel bandwidth in the range B = [2000 .. 2160] MHz for the case of 960 kHz SCS with FFT size 4096.
Observation 7	From a RAN1 perspective, it is feasible to define a maximum channel bandwidth B ≈ 1600 MHz for the case of 480 kHz SCS with FFT size 4096. The precise value of B depends on the desired FFT utilization and desired spectral utilization. For example, B = 1635.84 MHz achieves FFT utilization of 75% and spectral utilization ≈ 90%, similar to values achieved in FR2.

In this paper we made the following proposals:
Proposal 1	RAN1 should strive to narrow down the range of UE processing latencies early in the WI phase, particularly those related PDSCH/PUSCH processing (N1, N2, N3), to enable  multi-PDSCH/PUSCH design to proceed.
Proposal 2	Support multi-PDSCH scheduling with a single DCI, where each PDSCH is confined within a slot.
Proposal 3	Do not support multi-slot PDSCH/PUSCH, i.e., single TB over multiple slots or “TTI bundling” for PDSCH/ PUSCH.
Proposal 4	Support multi-PDSCH/PUSCH scheduling with non-contiguous allocations in the time domain.
Proposal 5	Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
Proposal 6	Extend the Resource Allocation Granularity P value for PDSCH/PUSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.
Proposal 7	For multi-PDSCH scheduling, increases the range for PDSCH scheduling offset (K0) in the current RRC specification.
Proposal 8	For multi-PDSCH scheduling, define HARQ feedbak delay (K1) as the timing from the ending slot of the last scheduled PSDCH to the slot for PUCCH transmission. Increase range of K1 from 15 to 31 slots.
Proposal 9	For enhanced multi-PUSCH scheduling, increase the range for PUSCH scheduling offset (K2) in the current RRC specification.
Proposal 10	Increase maximum number of DL and UL HARQ processes in Rel-17 from 16 to 32.
Proposal 11	Support HARQ bundling groups for dynamic HARQ codebook for multi-PDSCH scheduling. The HARQ feedback corresponding to multiple PDSCHs scheduled by a single DCI is distributed evenly amongst the HARQ bundling groups.
Proposal 12	Do not support CBG based HARQ feedback for multi-PDSCH/PUSCH scheduling
Proposal 13	Retain the same Rel-15 distributed PT-RS design for OFDM for NR operation in 52.6 to 71 GHz. Increasing the frequency domain density of PTRS compared to Rel-15 does not provide gains.
Proposal 14	Support a configuration of DMRS Type-1 that disables frequency domain CDM (FD-CDM) within the same comb (CDM group) for 480/960 kHz. This results in the following restrictions:
	For single-symbol DMRS: Rank 3,4 not supported
	For double-symbol DMRS: Ranks 5 – 8 not supported
Proposal 15	Inform RAN4 that from a RAN1 perspective it is feasible to define the maximum channel bandwidth for 960 kHz SCS to be in the range B = [2000 .. 2160 MHz] and for 480 kHz SCS as B ≈ 1600 MHz, using an FFT size of 4096. The precise values of B depend at least on the desired channelization design, the desired spectral utilization value (ratio of transmission BW configuration to channel BW), and a target FFT utilization value.
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Figure 18: PDSCH performance for MCS24 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5, (b) 1%, and (c) 2%.
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Figure 19: PDSCH performance for MCS24 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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Figure 20: PDSCH performance for MCS26 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5%, (b) 1%, and (c) 2%.
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Figure 21: PDSCH performance for MCS26 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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Figure 22: PDSCH performance for MCS28 for 480 kHz in TDL-A channel with relative delay spread of (a) 0.5%, (b) 1%, and (c) 2%.
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Figure 23: PDSCH performance for MCS28 for 960 kHz in TDL-A channel with relative delay spread of (a) 1% and (b) 2%.
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