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Introduction
[bookmark: _Hlk510705081]At RAN #86 in December 2019 a work item for NTN was agreed (RP-193234,[1]). The normative activities include development of specifications for transparent payload-based LEO. In this document we discuss aspects related to DL-UL timing relations for NTN operation of NR. During RAN1#103-e this topic was discussed, and the following agreements and decisions were reached [2]:
Agreement:
Introduce K_offset (may or may not be the same as the K_offset value in other timing relationships) to enhance the timing relationship of HARQ-ACK on PUCCH to MsgB.
Agreement:
· For K_offset configured in system information and used in initial access, at least a cell specific K_offset configuration, which is used in all beams of a cell, should be supported.
· FFS: Beam specific K_offset configured in system information and used in initial access.

Agreement:
Denote by K_mac a scheduling offset other than K_offset:
· If downlink and uplink frame timing are aligned at gNB: 
· For UE action and assumption on downlink configuration indicated by a MAC-CE command in PDSCH, K_mac is not needed. 
· For UE action and assumption on uplink configuration indicated by a MAC-CE command in PDSCH, K_mac is not needed.
· If downlink and uplink frame timing are not aligned at gNB: 
· For UE action and assumption on downlink configuration indicated by a MAC-CE command in PDSCH, K_mac is needed. 
· For UE action and assumption on uplink configuration indicated by a MAC-CE command in PDSCH, K_mac is not needed.
· Note: This does not preclude identifying exceptional MAC CE timing relationship(s) that may or may not require K_mac.

Working Assumption:
K_offset can be applied to indicate the first transmission opportunity of PUSCH in Configured Grant Type 2 in the same way as K_offset is applied to the transmission timing of DCI scheduled PUSCH.
Conclusion:
The agreement made at RAN1#102-e about introducing K_offset in the transmission timing of RAR grant scheduled PUSCH is also applicable to fallbackRAR scheduled PUSCH.
Discussion
Signalling and variation of K_offset
As quoted above it was agreed during RAN1#103-e that at least a cell specific K_offset will be configured in system information. The point of using a beam specific K_offset was left as FFS. If beam specific K_offsets were configured in SIB then there are two options:
· Option 1: K_offset for each beam is sent only in the SIB sent on that beam. 
· Option 2: All K_offsets for every beam should be transmitted in SIB on all beams

Option 1 would be a significant change from the current way system information works as it would break the paradigm that SIB content is provided at cell-level. Such a change is not desirable or in line with the goal of minimizing specification changes for NTN. Option 2 requires quite an increase in overhead for SIB content and for UEs which must decode SIB. It is not desirable from our perspective to already introduce significant changes like this for initial access to work in NTN.
Moreover, the K_offset in the initial access, must not be seen as an optimization parameter. It is rather an enabler to prevent the system to break when the total elapsed delay between gNB and UE is too large compared to the UL-DL interval in the MSG 3 UL scheduling. The leeway for the gNB scheduling is given on specifications for the time domain allocation. 
Proposal 1: Do not support beam specific K_offset in system information and used in initial access.
The usage of a more conservative K_offset to cover for all beams will, at most, delay the initial access by few ms. After the UE is in connected mode, there may be alternatives to allow the gNB to set UE-specific K_offset, and optimize the latency of the data service. 
Proposal 2: Support UE-specific K_offset for UEs in connected mode
Another challenge of K_offset concerns the fact that the propagation delay between UE and the gNB relayed through a transparent satellite varies over time, even if the UE position does not change, as a consequence of the rapid satellite orbital movement. This challenge exists for the UE at any time irrespective of whether it is on IDLE/inactive or connected mode. Example of such behaviour is presented in Figure 1. In this picture, device locations are distributed over some European cities within a radius of 300 km that are served by a satellite whose orbit is indicated in the figure. All these points may be covered by a single NTN cell using the TR reference values (maximum allowed diameter: 1000 km). Using the TR reference values for minimum elevation angle allowed for coverage (10 degrees) it is possible to estimate the propagation delay between each device position and the satellite over time (see Figure 1 B). For any given device location, using a LEO-600 km as reference, the propagation delay may vary more than 4 ms (twice this value for transparent architectures). 
Observation 1: The propagation delay may vary significantly for different UEs in the cell within the ”coverage period” for any given LEO satellite. 
Treating the UL-DL timing relationships considering in a fixed manner, i.e., considering the most conservative case will lead to unnecessary waiting time for the UEs in close proximity to the satellite. It also reduces the flexibility of the gNB scheduler in exploiting the propagation differences for different UEs. 
Proposal 3: The UL-DL timing relationships adjustments should be dynamic to follow the propagation variation over time. 
K_offset is used for delaying – in slots – some UL operations based on DL commands, for example the UL transmission after an UL grant conveyed in DL. Even though the total variation observed over time may correspond to a handful of slots (see Figure 1), the magnitude of the rate of the delay variation observed between UE and gNB (up to  for a LEO satellite at 600 km) is much smaller than the slot granularity. Therefore, if properly set, the update rate of the K_offset may be limited to ”seconds” of magnitude. 
Observation 2: The update rate required for the K_offset is in the order of seconds.
One way to make the update of the K_offset seamless is to provide a paging for all users with a SI change notification. 
Proposal 4: RAN 1 to discuss methods to update K_offset for all users in the cell.   


[image: ]
Figure 1 (A) Representation of satellite orbit and devices locations, defined as fixed positions in different cities. (B) The one-way propagation delay measured from device location-to-satellite in different instants, as the satellite passes by the UE positions.
In addition, the propagation delay varies within one cell at a given time (i.e., differential delay). So similar to the above logic, if the most conservative case is used to define the offset then some UEs in the cell will need to wait unnecessarily. Ideally these unnecessary delays should be avoided as UEs will observe higher latency if a single offset is applied to all UEs in the cell. Hence it would be attractive for the gNB to potentially be able to apply or indicate UE specific offsets for the DL-UL timing relationship.
While having a cell level K_offset for initial access should be a baseline solution, in our view having a single K_offset which cannot be updated is not an efficient way to handle the dynamic nature of NTN cells. 
Proposal 5: RAN1 to discuss signaling alternatives for providing UE-specific K_offset after Random Access procedure.
K_mac
As shown in Section 1, RAN1 made an agreement on the relevance of MAC-CE action timing where only one scenario requires specification changes:
· If downlink and uplink frame timing are not aligned at gNB: 
· For UE action and assumption on downlink configuration indicated by a MAC-CE command in PDSCH, K_mac is needed. 

The relevance of the K_mac parameter relies on the need to specify the system for the situation where DL and UL are not aligned at the gNB, for example, in the case DL and UL are aligned at the satellite. However, enabling such system where DL and UL are misaligned at the gNB requires much more specification effort than just adding the value of K_mac to the MAC-CE instructions. 
Specifying solutions for several different setups, for example, UL-DL aligned at the gNB vs UL-DL aligned in the satellite requires additional specification effort, not only on RAN 1 but on subsequent working groups (RAN 2 for signaling and RAN 4 for testing). In order to align with the minimum specification effort, RAN 1 must choose the set of solutions that provides the leanest specification for a working solution that reuses as much as possible previous 3GPP specifications. Among the two aforementioned solutions, the UL-DL misalignment at the gNB provides additional issues that would entail more specification discussions. These are presented in the following paragraphs.
Consider the scenario depicted in Figure 2. In this example, the feeder link delay,  and the service link delay   are assumed to be equal to 2, and 1 slots, respectively. It is also assumed that the UE is attempting to connect to the gNB through the satellite as depicted, and in the Random Access procedure it receives a UL scheduling grant in DL slot n to be fulfilled at slot n+8. 
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[bookmark: _Ref61452053]Figure 2. Representation of a NTN transparent scenario with Feeder Link and Service Link indications.

The case where DL and UL are aligned at the satellite is depicted in Figure 3. So, in step-by-step, this is what happens:
a) The gNB sends the UL scheduling grant for the UE on DL slot N. 
b) The satellite receives the UL scheduling grant after .
c) The satellite now relays the scheduling grant to the UE (processing delays are assumed negligible for the example). 
d) The UE receives the UL scheduling grant in DL,  after the satellite relayed it ( after the gNB transmission)
e) In order for the satellite to receive the UL MSG 3 as scheduled, i.e., in UL slot N+8, the UE must apply a timing advance corresponding to . 
f) The satellite receives the UL MSG3 on slot N+8 (it’s own reference). And conveys it to the gNB. 
g) The gNB receives the UL MSG3 after 12 slots have elapsed since the UL scheduling grant transmission. This require the gNB to offset the UL and DL for a factor of in order to keep the compliance with the N+8 instruction. 
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[bookmark: _Ref61453920]Figure 3. Frame time representation at the gNB, Satellite and UE, for DL and UL aligned at the satellite.

Now, let’s assume that after some time, the satellite has moved, and the new values for the feeder link delay,  and the service link delay   are assumed to be equal to 3, and 2 slots, respectively. This is represented in Figure 4. 
It is worth observing now, that applying the same step-by-step procedure, and assuming the reference time of the system does not move, the DL timing from the gNB needs to be updated and advance its transmitting time to reflect the new feeder link delay. Likewise, the UL information will arrive at a later time. The elapsed time between the UL scheduling grant and the actual received UL MSG 3 in this case is 14 slots. 
Observation 3: If the reference of the system is placed on the satellite, the gNB will need to constantly adjust its transmitting time in DL as well as the UL, introducing a DL-UL timing offset variation 2 times as high as the variation observed in the feeder link delay.
Observation 4: The variation on the UL-DL offset in the gNB is 2 times the variation of the feeder link delay when the reference point is at the satellite.
This process of continuously adjusting the UL and DL time is complex to maintain at the gNB and introduces a new paradigm to 3GPP specifications that is non-compliant to current design. Moreover, it would entail new specification effort in other RAN groups to specify how the timing adjustment must be performed by the gNB, the accuracy levels expected for this operation and testing procedures for product validation. 
Observation 5: Aligning UL and DL at the satellite would entail new specification effort in other RAN groups to specify how the timing adjustment must be performed by the gNB, the accuracy levels expected for this operation and testing procedures for product validation. Such modifications are not in line with the commitment with minimal specification changes for NTN working group.

If the reference point is placed at the gNB, it is more straightforward to keep UL and DL signals time aligned at the gNB. This will allow the gNB to transmit in DL at given times, and receive UL transmissions from multiple UEs, which will be time-aligned with each other as using the required TA, as well as aligned with the DL frame timing. Moreover, both transparent and regenerative payload can be enabled with a unified design. The K_mac specification will not be needed. 

Observation 6: The K_mac specification is only required when the UL and DL are not aligned in the gNB, therefore K_mac can be avoided by aligning UL and DL at the gNB.
Once the reference point is assumed to be at the gNB, UL and DL timing (i.e., slot numbering) will only be significantly offset of to each other, in the case the short TA solution is applied instead of the long TA solution [3]. 
Proposal 6: RAN1 to assume long TA as baseline solution and no K_mac to be introduced in the system.
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[bookmark: _Ref61455303]Figure 4. Frame time representation at the gNB, Satellite and UE, for DL and UL aligned at the satellite, for updated values of feeder and service link delays.
Feeder Link Impacts
One item that needs further discussion is the impact of any feeder link switches on the timing relationships for NTN. Related topics have been proposed in [4]. As a guiding principle the reference point used for timing must not change as a consequence of the feeder link switch and as such it should not cause a jump in the common delay.
Proposal 7: RAN1 to define timing relationships such that a feeder link switch does not cause a large jump in the common delay value used by the UE.
Conclusion
In this contribution we have presented our observations and proposals related to DL-UL timing relationship for NTN systems. These are as follows:
Observation 1: The propagation delay may vary significantly for different UEs in the cell within the ”coverage period” for any given LEO satellite. 
Observation 2: The update rate required for the K_offset is in the order of seconds.
Observation 3: If the reference of the system is placed on the satellite, the gNB will need to constantly adjust its transmitting time in DL as well as the UL, introducing a DL-UL timing offset variation 2 times as high as the variation observed in the feeder link delay.
Observation 4: The variation on the UL-DL offset in the gNB is 2 times the variation of the feeder link delay when the reference point is at the satellite.
Observation 5: Aligning UL and DL at the satellite would entail new specification effort in other RAN groups to specify how the timing adjustment must be performed by the gNB, the accuracy levels expected for this operation and testing procedures for product validation. Such modifications are not in line with the commitment with minimal specification changes for NTN working group.
Observation 6: The K_mac specification is only required when the UL and DL are not aligned in the gNB, therefore K_mac can be avoided by aligning UL and DL at the gNB.
Proposal 1: Do not support beam specific K_offset in system information and used in initial access.
Proposal 2: Support UE-specific K_offset for UEs in connected mode
Proposal 3: The UL-DL timing relationships adjustments should be dynamic to follow the propagation variation over time. 
Proposal 4: RAN 1 to discuss methods to update K_offset for all users in the cell.   
Proposal 5: RAN1 to discuss signaling alternatives for providing UE-specific K_offset after Random Access procedure.
Proposal 6: RAN1 to assume long TA as baseline solution and no K_mac to be introduced in the system.
Proposal 7: RAN1 to define timing relationships such that a feeder link switch does not cause a large jump in the common delay value used by the UE.
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