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In this contribution we discuss the use-cases for XR SID along with the associated system architecture and traffic characteristics.
2. Cloud gaming
System architecture: [1] [2]

In cloud rendering use case (cf. S4-190260, clause 5.9.3.2 Network Rendering: Viewport rendering in Edge), the user device doesn’t perform rendering computing, instead, it sends the sensor data in uplink direction to the cloud side in a real time manner. When the cloud side receives the sensor data, it performs rendering computing and produces the multimedia data and then sends it to the user devices for display. 
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Figure 1: Cloud rendering for games [1]
In order to reduce the latency, edge computing can be enabled for the cloud side. While the game is being played by a user on a client, game application processing and rendering is totally or partly performed in a remote network entity, potentially at the edge of the network. The rendered 2D or VR360 video is then encoded and streamed to the client. These extra steps in game workflow influence the overall interactive delay and audio/video quality (e.g. encoding type/profile/level and performances, resolution and frame rate), and hence influence the Quality of Experience. Cloud gaming is extremely delay and bandwidth sensitive because there is no buffer for the video frame and any non-real time delivery or packet loss will cause discontinuous frame or bad gaming experience. 

Although latency requirements vary from game types and users, cloud gaming services are expected to offer a Quality of Experience which is at least as good as the experience of regular (locally processed) gaming.


Traffic characteristics:

Downlink: streaming of rendered and encoded 2D or VR360 video is expected., 720p/1080p/4k @60fps encoded A/V typically consists of a 5-35Mbps bitstream. In the future we expect up to 8k resolutions and up to 120fps downlink bitstreams.

Uplink: game status and controller information. One instance of a cloud gaming service requires a minimum uplink bitrate of 1.5 Mbps.

RAN KPIs:

Could gaming is extremely delay and bandwidth sensitive because there is no buffer for the video frame and any non-real time delivery or packet loss will cause discontinuous frame or bad gaming experience. Different game types result in different round-trip user interaction delay requirements (sometimes referred also as acceptable game latency). As discussed in TR 26.928 clause 4.2 [3], with regards to such requirements, games may be divided into the following 4 types: games requiring (i) at most 50 ms, (ii) at most 100 ms, (iii) at most 200ms, and (iv) games with no latency requirements. The game latency impacts the traffic model as well as the requirements on the delivery system. The shorter the latency requirements, the higher the expected bitrate.
3. VR1: Viewport dependent streaming

System architecture:
In viewport dependent delivery case, the tracking information is predominantly processed in the XR device, but the current pose information is provided to the XR delivery engine in order to include the pose information [3]. In an extension to this in the case of XR and 6DoF, the XR pose and additional information may be shared with the XR content delivery in order to only access the information that is relevant for the current viewports. According to [4], XR media is generated, encoded, and delivered by XR server depending on the adaptive media request sent by the XR device. Both, live streaming and on-demand can be considered using viewport dependent streaming. Viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate. [3]
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Figure 2: Viewport dependent streaming [3]
Traffic characteristics:
Uplink: Current pose and additional information in order to only access the information that is relevant for the current viewports. The tracking sensors collect 6DoF parameters continuously and translate them into adaptive media request. 3/6 DOF pose are collected and interactions by controllers are sent in UL. In summary, pose information is sent or processed to create media request (in the device) that is sent periodically which is low data-rate while certain non- periodic implementations are also possible.
Downlink: Comprises of media segments relevant for current viewports. The format of DL transmitted content is 6K or 8K at 30, 60 fps on source end. Live streaming and on-demand streaming can be considered, adaptive streaming allows to adjust media quality to bitrate. 
RAN KPI:
The motion to high-quality latency here is more relaxed than motion to photon latency for VR2. It is unclear how to differentiate live vs VOD or DASH, also any differences due to higher layer protocol difference (HTTP/TCP may be applicable for VR1 while VR2 envisioned to be over UDP) between VR1 and VR2 in a RAN1 traffic model.
4. VR2: Split rendering, viewport rendering with Time Warp in device
System architecture:

Figure 3 [3][4] shows a system architecture for VR2 where the XR server pre-renders a 3D scene into a simpler format to be processed by the device (e.g. it may provide additional metadata that is delivered with the pre-rendered version). The device recovers the baked media and does the final rendering based on local correction on the actual pose.
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Figure 3: VR split rendering with XR viewport rendering in device [4]
Traffic characteristics:
Uplink: Quite similar to VR1, current pose and additional information in order to only access the information that is relevant for the current viewports. The tracking sensors collect 6DoF parameters continuously and translate them into adaptive media request. 3/6 DOF pose are collected and interactions by controllers are sent in UL. 
Downlink: Media segments relevant for current viewports pre-rendering and rasterization in the network, so video in simpler form. 1.5K x 1.5K per eye at 60,90,120 fps, 2Kx2K at 60,90,120fps and YUV 4:2:0 or 4:4:4. 100 Mbps is a valid target bitrate.
RAN KPI:
According to [3] the relevant processing and delay components are summarized as follows:
· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.
· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player
The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay.

5. AR1: XR Distributed Computing

System architecture [1]

This use case provides the architecture for extended reality applications which supports the XR split rendering. The workload for XR processing is split into workloads on XR server and the device. The below Figure 4 shows a high-level structure of the XR distributed computing architecture which describes their components and interfaces.
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Figure 4: XR distributed computing architecture [1]
From [1], an XR client connects to the network and joins XR rendering application. The XR client sends static device information (e.g., sensors, supported decoders, display configuration) to the XR edge server. Based on this information, the XR edge server sets up encoder and formats. When the XR client has a set of sensors (e.g., trackers and capturing devices), it collects sensor data from sensors. The collected sensor data is processed either locally or at the XR edge server. The collected sensor data or locally processed information (e.g., a current AR pose) is sent to the XR edge server. The XR edge server uses the information to generate the XR scene. The XR edge server converts the XR scene into a simpler format as 2D or 3D media with metadata (including scene description). The media component is compressed, and the compressed media stream and metadata are delivered to the XR client. The XR client generates the XR scene by compositing locally generated or received media and metadata and renders the XR viewport via the XR display (e.g., HMD, AR glass).

Traffic characteristics:

Uplink: Collected sensor data (from trackers and capturing devices) e.g. 2D video stream or locally processed data e.g. AR pose information. This is significantly more information compared to VR1/VR2 and in this case uplink and downlink traffic can be symmetrical
Downlink: 3D object or 2D video for the AR scene encoded with 2D/3D media encoders, and the scene description or the metadata is generated.

RAN characteristics:
In this case uplink and downlink traffic can be symmetrical and 2D video stream related KPIs are applicable in the uplink as well.

6. AR2: XR Conversational/Conference

System architecture: [3]
In order to support XR conversational services (in 5G), extensions are needed in the signaling to enable VR/AR specific attributes, and the media and metadata need to support the right codecs, profiles and metadata. The bitrates and scenarios discussed for split rendering likely also hold for conversational scenarios, while the uplink bitrates can be symmetric to the downlink bitrates.
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Figure 5: XR conversational architecture [3]

In terms of traffic and RAN characteristics AR2 can be considered similar to AR1.

7. Observations and proposals
In this contribution we discussed the different use-cases for XR SID along with the associated system architecture and traffic characteristics. Based on this we have the following:
Observation for Cloud gaming/VR1/VR2/AR1/AR2 traffic:
· Could gaming: DL heavy. 2D/VR360 video for DL. Various PDB (Packet Delay Budget) and bit-rate requirements for different classes of games. UL is game status/controller info – low data-rate periodic traffic (although non-periodic implementation is feasible as well)
· VR1/VR2: DL heavy. Media streaming (live/on-demand). UL comprises of pose information/media request – low data-rate periodic traffic. VR1 comprises of higher bit-rate/lower latency targets than VR2. Higher layer protocol and media formats are expected to be different between VR1/VR2 but not clear how this can be modeled.
· AR1/AR2: expect use cases of symmetric DL/UL traffic with video in UL as well
Proposal: Capture a high-level description of system architecture in the RAN1 XR TR. Consider how to reflect the difference among various use-cases (in terms of media content, higher-layer protocol, jitter) in RAN1 traffic models.
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