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Introduction
In the Revised SID of Rel-17 XR Evaluations for NR [1], the objective of this study item are listed as follows:
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
This paper provides the initial system capacity results for XR and CG in both FR1 and FR2 outdoor deployment for preliminary observation before the evaluation of other KPIs of interest are carried out.

Evaluation Assumption 
In this section, the traffic model assumption and the SLS simulation parameters are captured. 
Traffic model
We use the proposed traffic model for Cloud gaming in our previous contribution [1] characterized by the average packet size, packet size standard deviation, the maximum packet size and jitter. The same traffic model is extended to support XR traffic modelling. Note that the only the downlink part is assessed and the jitter is not modelled. The corresponding values related to the packet size are given in Table 1, assuming the data rates for cloud gaming and XR are 25 Mbps and 100 Mbps, respectively. In the following sections, we assume that one video frame equals one packet for our simulation.

[bookmark: _Ref60926210]Table 1: Traffic model parameters for Cloud gaming and XR
	
	Cloud Gaming
	XR

	DL traffic
	Data rate
	25 Mbps
	100 Mbps

	
	Packet size distribution 
	Truncated Gaussian

	
	Avg data packet size (Bytes)
	52084
	208334

	
	Data packet size STD (Bytes)
	6813
	27250

	
	Max packet size (Bytes)
	75000
	300000

	
	Packet format 
	UDP

	
	Packet arrival rate (sec)
	Periodic (1/FR), FR = 60



System capacity definition
It was agreed in RAN1 103-e meeting that the system capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied, where X=90 is the baseline for evaluation. The user being satisfied should meet both requirements for packet latency and reliability. From the LS sent from SA2 [2], for DL transmission, the candidates for the packet latency requirement is 5ms and 10ms and the candidate for the reliability requirement is 99.9%. In our view, 5ms latency requirement is quite more stringent than 10ms so a more relaxed reliability requirement of 99% is also evaluated in this contribution. In the following section we will evaluate all combinations for the latency requirement (L) and reliability requirement (R) for thorough study, i.e., (L, R) = (5, 99), (5, 99.9), (10, 99) and (10, 99.9).

Table 2: Standardized 5QI to QoS characteristics mapping

	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget

	Packet Error
Rate 
	Default Maximum Data Burst Volume

	Default
Averaging Window
	Example Services

	New Value#1
	
	25
	5ms
	10-3
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261)

	New Value#2
	
	25
	10ms
	10-3
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261)




SLS parameters
In this contribution, we prioritize the evaluation for the outdoor deployment, i.e., UMi and UMa in FR1 and UMi in FR2. The SLS parameters used for evaluation are listed in Table 3, Table 4 and Table 5.

[bookmark: _Ref61018910]Table 3: SLS assumptions for Umi deployment in FR1 
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[bookmark: _Ref61018918]Table 4: SLS assumptions for UMa deployment in FR1
[bookmark: _Ref61018921][image: ]

[bookmark: _Ref61019791]Table 5: SLS assumptions for Umi deployment in FR2
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FR1 Simulation Results
Cloud gaming
Figure 1 shows the system capacity results for CG with UMi channel model. It can be seen that with 10ms latency budget, the system capacity is acceptable and the equal to 13 for the 99.9% reliability requirement. However, the capacity result is poor (<3) if we consider 5ms/99.9% as the requirement. With a more relaxed reliability requirement, 99%, the capacity can increase to 8 and it is more applicable if we adopt the 5ms latency budget.
[bookmark: _Ref61020476]Figure 1: System capacity curves for Cloud gaming in FR1 with UMi channel model
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[bookmark: _Ref61444587]Observation 1: The capacity result for Cloud gaming in FR1 with UMi channel model with the 10ms latency budget is acceptable (13 users per cell), while for 5ms latency budget the system can only support less than 3 users per cell with the 99.9% reliability requirement.
[bookmark: _Ref61444598]Observation 2: With a more relaxed reliability requirement (99%), the capacity for the 5ms latency budget increases to 8 for Cloud gaming in FR1 with UMi channel model.
[bookmark: _Ref61444630]Proposal 1: Consider 99% as one reliability requirement for further evaluation.

Figure 2 shows the system capacity results for CG with UMa channel model. Compared with the results with UMi channel model, the capacity is smaller due to larger inter-BS distance and greater path loss. Although the 5ms budget is not practical here, the capacity with 10ms latency budget seems acceptable and thus UMa can be considered as a valid deployment for further enhancement.
[bookmark: _Ref61256238]Figure 2: System capacity curves for Cloud gaming in FR1 with UMa channel model
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[bookmark: _Ref61444601]Observation 3: The capacity with UMa channel model is smaller than the capacity with UMi channel model and 10ms seems still applicable for the latency requirement.
[bookmark: _Ref61444637]Proposal 2: Consider UMa as one outdoor deployment in FR1 for further evaluation.

XR
Figure 3 shows the system capacity results for XR with UMi channel model. Due to higher downlink data rates for XR (100Mbps) with respect to CG (25Mbps) used in this evaluation, the system can only sustain one UE per cell with XR service under the 10ms/99.9% requirement. To loosen the requirement is an option to increase the system capacity. We propose to evaluate 99% reliability requirement since it aligns with our preference in the capacity results for CG under 5ms latency budget requirement.   
[bookmark: _Ref61266007]Figure 3: System capacity curves for XR in FR1 1CC with UMi channel model
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[bookmark: _Ref61444605]Observation 4: For XR traffic with downlink data rates equal to 100Mbps, the system can only sustain one user per cell in FR1 with UMi channel model under 10ms/99.9% requirement.
[bookmark: _Ref61444640]Proposal 3: Consider more relaxed requirements for XR service, e.g., 10ms/99%.

FR2 Simulation Results
In this section we provide the system capacity results in FR2 with 200 MHz as the bandwidth. 
Cloud gaming
[bookmark: _GoBack]Figure 4 shows the system capacity results for CG with UMi channel model. Due to finer scheduling granularity in time domain and shorter processing delay for ACK/NACK feedback, the system capacity for CG in FR2 looks fine with adequate bandwidth under the stringent requirements.
[bookmark: _Ref61428303]Figure 4: System capacity curves for Cloud gaming in FR2 with UMi channel model
[image: ]
[bookmark: _Ref61444608]Observation 5: The system capacity for CG with UMi channel model in FR2 looks fine under the stringent requirements, 5ms/99.9%, when UE is configured with 200 MHz bandwidth for downlink transmission.
XR
The capacity curves for XR in FR2 are shown in Figure 5. It is observed that 10ms budget is more suitable to be adopted as the latency requirement than 5ms with the system capacity equals to 2 under the requirements 10ms/99.9%. It is also noted that with 99% reliability requirement, the system capacity can be doubled, i.e., 4 users per cell, and thus 99% can be considered as a requirement for XR services.  
[bookmark: _Ref61428667]Figure 5: System capacity curves for XR in FR2 with UMi channel model
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[bookmark: _Ref61444612]Observation 6: For XR traffic with downlink data rates equal to 100Mbps, the system capacity in FR2 with UMi channel model equals to 2 under 10ms/99.9% requirement and reaches 4 if the reliability requirement is relaxed to 99%.
FR1 with Carrier Aggregation
[bookmark: _Ref61441855]Figure 6: System capacity curves for XR in FR1 2CCs with UMi channel model
[image: ]

Even under relaxed requirements, 10ms/99%, the system capacity for XR is below expectation in FR1. Another way to increase the system capacity is to configure larger bandwidth for a UE. Due to the limitation of the 100MHz maximum bandwidth in FR1, UE can be configured with larger total bandwidth via carrier aggregation. For example, we can observe in Figure 6 that with 2CCs, the XR capacity can achieve, with the capacity larger than 4, more than the double of the capacity with only 1CC under the 10ms/99% requirement. Note that with the same bandwidth, the system capacity of FR1 CA is higher than the system capacity of FR2 with only one carrier. Since the capacity gain is not linear with number of carriers, the benefit of CA is necessary for further evaluation.

[bookmark: _Ref61444614]Observation 7: The capacity gain in CA is not linear with number of carriers. For example, in FR1 with UMi channel model under the 10ms/99% requirements, the capacity increases from < 2 to > 4 when 2CC is configured. 
[bookmark: _Ref61444642]Proposal 4: Consider CA with 2CCs (200 MHz) in FR1 for further evaluation.  
Conclusion
In this contribution, we provided the evaluation results for Cloud gaming/XR in both FR1 and FR2 considering the outdoor deployment. Relaxed reliability requirement of 99% and carrier aggregation of 2CCs in FR1 are also evaluated. The system capacity can be summarized in Table 6 and our observations/proposals are listed as follows.

Observation 1: The capacity result for Cloud gaming in FR1 with UMi channel model with the 10ms latency budget is acceptable (13 users per cell), while for 5ms latency budget the system can only support less than 3 users per cell with the 99.9% reliability requirement.

Observation 2: With a more relaxed reliability requirement (99%), the capacity for the 5ms latency budget increases to 8 for Cloud gaming in FR1 with UMi channel model.

Observation 3: The capacity with UMa channel model is smaller than the capacity with UMi channel model and 10ms seems still applicable for the latency requirement.

Observation 4: For XR traffic with downlink data rates equal to 100Mbps, the system can only sustain one user per cell in FR1 with UMi channel model under 10ms/99.9% requirement.

Observation 5: The system capacity for CG with UMi channel model in FR2 looks decent under the stringent requirements, 5ms/99.9%, when UE is configured with 200 MHz bandwidth for downlink transmission.

Observation 6: For XR traffic with downlink data rates equal to 100Mbps, the system capacity in FR2 with UMi channel model equals to 2 under 10ms/99.9% requirement and reaches 4 if the reliability requirement is relaxed to 99%.

Observation 7: The capacity gain in CA is not linear with number of carriers. For example, in FR1 with UMi channel model under the 10ms/99% requirements, the capacity increases from < 2 to > 4 when 2CC is configured. 

Proposal 1: Consider 99% as one reliability requirement for further evaluation.

Proposal 2: Consider UMa as one outdoor deployment in FR1 for further evaluation.

Proposal 3: Consider more relaxed requirements for XR service, e.g., 10ms/99%.

Proposal 4: Consider CA with 2CCs (200 MHz) in FR1 for further evaluation.

[bookmark: _Ref61444773]Table 6: Summary of the system capacity results
	Requirements
	PDB = 5ms,
R = 99.9%
	PDB = 5ms,
R = 99%
	PDB = 10ms,
R = 99.9%
	PDB = 10ms,
R = 99%

	FR1 UMi (CG, XR)

	Capacity for CG
	<3
	8
	13
	15

	Capacity for XR
	0
	0
	1
	<2

	FR1 UMi, 2CC (XR)

	Capacity for XR
	N/A
	N/A
	N/A
	>4

	FR1 UMa (CG)

	Capacity for CG
	<3
	3
	8
	10

	FR2 UMi (CG, XR)

	Capacity for CG
	15
	18
	18
	24

	Capacity for XR
	0
	1
	2
	4
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