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[bookmark: _Hlk54270378]In RAN1#103-e the following agreements were made [1]:
Agreement 1. XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
•	FFS: other applications, e.g., XR conferencing
 
Agreement 2. Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
•	Statistical model is preferred.
•	It is preferred traffic model for both UL and DL have a certain degree of variability so thatand the total number of traffic models can be reduced. 
•	Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  

In this contribution, we discuss the aspects related to the XR applications/use cases, including XR conferencing, and the associated traffic models that can be applied for evaluations.
Traffic Models for XR Applications/Use Cases
In the following we describe the service/traffic flows of the different XR applications/use cases identified in RAN1#103-e and SA4 Extended Reality (XR) for 5G TR 26.928 [2]. Based on the service/traffic flows, the traffic models that can be applied for the different XR applications are provided.
2.1 Virtual Reality 1 (VR1)  
VR1 applications (e.g. streaming of immersive 6DoF) can be modeled using service flows applicable for viewport dependent streaming architecture. Similar to adaptive streaming (e.g. DASH), viewport dependent streaming allows for dynamically updating the quality of media/video based on available bitrate in the network and wireless interface. As per the service/traffic flow, the tracking and pose information (e.g. small packet size: < 100B) of the XR device’s viewport is sent periodically with relatively low data rate (e.g. 0.5-2Mbps, 60 to 500Hz) in UL to the XR server. In response, the XR server sends in DL with high data rate (e.g. 6 – 18 MBps for 4k omnidirectional and FoV area streaming) and quasi-periodically (e.g. 40/60/120fps) the viewport optimized media adaptively (e.g. H.264/265 video), which is then rendered in the XR device display.
Observation 1: The traffic characteristics of VR1 are as follows:
· UL: Pose/viewport information (e.g. including information on 6DoF) 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Peridioc: (e.g. periodicity range of 60 to 500 Hz) 
· DL: Media/Video containing viewport optimized scene (high quality) and media/video for non-viewport scene (lower quality)  
· Large packet size (e.g. variable size with Gaussian distribution or fixed size of 1500B), High data rate: 6-18 Mbps, E2E latency: 50ms, multi-flow (video flows with different bit-rates, 3D media, metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 40/60/120 fps)

2.2 Virtual Reality 2 (VR2)
VR2 applications (e.g. immersive game spectator mode) can be modeled using service flows which are applicable to the split rendering architecture. In this case, the XR server performs pre-rendering and encoding of the 2D media/video frame based on the pose information sent by the XR device periodically at low data rate (e.g. 0.5-2Mbps, 60 – 500Hz). The rendering is mainly performed in the XR-server and sent in DL at high data rate and low latency (e.g. 30-45 Mbps, 10 - 20ms). The XR device decompresses the received media/video and performs asynchronous time-warping (ATW) for correcting the viewport based on latest pose information. While RTT latency for transmisison of pose info in UL and reception of pre-rendered media in DL can span up to 50ms, ATW enables satsifying the motion-to-photon latency requirement (< 20 ms) based on in-device processing. 
Observation 2: The traffic characteristics of VR2 are as follows:
· UL: Pose/viewport information 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 3D scenes in frame buffers 
· Large packet size (e.g. Gausiaan distribution, e.g. max 1500B or unlimited), High data rate: 30- 45 Mbps, latency: RTT  30ms (typical) and max 50 ms), multi-flow (3D video/media, metadata) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

2.3 Augmented Reality 1 (AR1)
AR1 applications (e.g. real-time communication with shop assistant) can be characterized using service flows applicable to distributed computing architecture. As per the service/traffic flow, the XR device sends the pose information (e.g. 0.5-2Mbps, 60-500 Hz)) and/or video (e.g. 10Mbps, 10Hz frame update rate) in UL to the XR server. The received information is used by the XR server to generate the scene, which is then converted a 2D (video) or 3D media (3D objects) format along with with metadata (e.g. scene description). The compressed media and metadata (i.e. characterized by Pareto distribution) are delivered quasi-periodically in DL at high data rate (e.g. 30- 45Mbps, 40/60/120fps). The XR device then generates the AR scene locally, by overlaying 3D objects on 2D video, and renders the scene in the device display.  
Observation 3: The traffic characteristics of AR1 are as follows:
· UL: Pose information and/or 2D video stream information 
· Pose: Small packet size, Low data rate of 0.5 – 2 Mbps, Periodic: 60 to 500 Hz 
· Video: Large packet size, Data rate of 10 Mbps, Periodic with update periodicity of 10Hz, multi-flow video
· DL: 2D/3D pre-rendered media and XR metadata
· Large packet size (e.g. Pareto distribution), High data rate 30-45 Mbps, multi-flow (2D/3D media and metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

2.4. Augmented Reality 2 (AR2)
AR2 applications (e.g. XR meeting, AR animated avatar calls) use service/traffic flows applicable for XR conversational architecture where two or more XR clients/device can perform peer-to-peer communications with intermediary media processing in network. The different types of media that can be supported for AR2 applications, based on the type of user representation, include 2D+/RGBD (e.g. 2.7Mbps), 3D mesh (e.g. 30Mbps) or 3D Video point cloud coding (VPCC)/Geometry-based point cloud compression (GPCC) (e.g. 5 – 50Mbps). In typical XR traffic flow, an XR client in the device initiates a call setup procedure, based on which a session control function triggers network-based media processing. The session control function also forwards the call setup to the second XR client/device followed by real-time media processing and streaming with low latency (e.g. E2E <100ms) to both clients. During an XR call, the 2D/3D media, and possibly the user pose information, is transmitted quasi-periodically in UL and DL between the XR clients/devices. 
Observation 4: The traffic characteristics of AR2 are as follows:
· UL: 2D/3D media, pose and/or video of user
· Large packet size, data rate: 2.7 – 50 Mbps, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· DL: 2D/3D media, pose and/or video of user
· Large packet size (e.g truncated Gaussian distrubution), Data rate: 2.7 – 50 Mbps, E2E PDB: <100ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)

2.5 XR Conferencing
XR Conferencing applications provide an immersive conferencing experience between geographically remote users by representing the users in a 3D volumetric representation.(e.g., point clouds or meshes). One or more cameras (with depth perception capability) can be placed at each users’ location to allow interactions (e.g., view, hear, rotate, zoom-in, resize) with a full 3D volumetric representation of one another on their respective headsets/glasses. XR Conferencing applications support simultaneous UL and DL media traffic, with media consisting of audio, video and 3D objects. The media formats that can be applied to capture the user in 3D volumetric format include 2D+/RGBD (>2.7 Mbps for 1 camera, >5.4 Mbps for 2 cameras), 3D Mesh (~30 Mbps) and 3D VPCC / GPCC (5-50 Mbps). The media processor can be located centrally or distributed the edge. Additionally, the service/traffic flow between the XR clients/users via the in-network media processor is expected to be similar to the AR2 and XR conversational use cases. Joining an XR conference session may result in a download peak at the beginning for downloading the virtual environment and associated media objects within the XR application. Throughout the rest of the session, data rates can vary depending on number of users, upload format of the users, and refresh rates of virtual 2D/3D objects/environment. 
Observation 5: The traffic characteristics of XR Conferencing are as follows:
· UL: 2D/3D media, pose and/or real-time video of user 
· Large packet size, Data rate: 2.7 – 50 Mbps, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· Low encoder PER: < 10-3
· DL: 2D/3D media, pose and/or real-time video of user, 2D/3D objects/environment (possibly from third party)
· Large packet size, Data rate of 2.7 – 50 Mbps, E2E PDB: <100ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· Low encoder PER: < 10-3

2.6 Cloud Gaming (CG)
CG applications (e.g. 5G online gaming) predominantly rely on adaptive streaming architecture where the rendered video/media in network is streamed to a thin client in the device (e.g. smartphone, tablet). In a typical service/traffic flow for CG, the XR device sends the pose information (e.g. 100 to 250B) related to viewport periodically in UL (e.g. 0.1 – 1Mbps, 60 – 500 Hz) to the XR server. The generated viewport-related video/media (e.g.1500B) is encoded/compressed (e.g. H.264/265 video) and sent quasi-periodically by the XR server in DL (e.g. 30 – 45 Mbps, 30/50/60/90/120fps, PER: 10e-3). The received video/media is then rendered in the XR device upon decoding and processing. The RTT latency for supporting certain high-end CG applications (e.g. Category D: photo-realistic or natural video games ) is determined by the roundtrip interaction delay (e.g. 50ms). For other CG applications (e.g. Category A, B, C), the uplink PDB is 10ms and downlink streaming PDB can range from 50ms to 200ms.  
Observation 6: The traffic characteristics of CG are as follows:
· UL: Pose/viewport information
· Small packet size (e.g. 100 to 250B), Low data rate: 0.1 – 1 Mbps, PDB: 10ms, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 2D/3D media and/or video of user
· Large packet size (e.g. max 1500), High data rate 30 - 45 Mbps, PDB: 20ms, multi-flow (2D/3D media, video) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 30/50/60/90/120 fps)
· PER: 10e-3

The key attributes of the traffic related to the XR applications/use cases are summarized in Table 1. 
Table 1: Traffic Characteristics of XR use cases/applications
	Applications (RP-193241)
	Traffic Characteristics

	
	Traffic arrival distribution 
	Traffic file size distribution 
	Number of Data Streams

	
	DL
	UL
	DL
	UL
	DL
	UL

	VR1
	Quasi-Periodic with frame rate of 40/60/120 fps (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz)
	Large pkt size (1500B) (6 to 18 Mbps) with Gaussian distribution
	Almost constant
Small pkt size (30 to 100B) 
(0.5 – 2 Mbps)
	Multi-stream (video, media metadata) 
	Single stream (pose info)

	VR2
	Quasi-Periodic with periodicity as a function of  frame rate of 60/90 fps, latency <50ms (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz) 
	Large pkt size (max 1500B) (30 to 45 Mbps) with Gaussian distribution
	Small pkt size (30 to 100B) (0.5 – 2 Mbps)
	Multi-stream (video, media metadata)  
	Single stream (pose info)

	AR1
	Quasi-Periodic 
	Periodic (Pose: 60 to 500 Hz and Scene update: 10Hz) 
	Large pkt size (25 to 100 Mbps) with Pareto distribution
	Small  pkt size(30 to 100B : 0.5 to 2Mbps) to Large (Video/Scene: 25- 100Mbps)
	Multi-stream (video, media metadata) 
	Single/Multi-stream (pose and video)

	AR2
	Quasi-Periodic 
	Quasi-Periodic 
	Large pkt size (2.7 to 50 Mbps)
	Large pkt size (2.7 to 50 Mbps)
	Multi-stream (pose, video/media metadata) 
	Multi-stream (pose, video/media, metadata) 

	XR Conferencing
	Quasi-periodic, allowing real time communication
	 Quasi-periodic, allowing real time communication
	Large Packet size
	Large Packet size
	Multi-stream (pose, video/media metadata, 2D/3D objects/environment). Low latencies, high data rates (possible peak for initial download)
	Multi-stream (pose, video/media metadata). Low latencies, high data rates

	CG
	Quasi-Periodic with prediodicity as a function of frame rate of 60 fps (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz)
	Large pkt size (1500B) (25 to 100 Mbps) with Truncated Gaussian distribution
	Small pkt size (100 to 250 B, 0.1 to 1 Mbps)
	Multi-stream (video, media metadata
	Single stream (pose info)

	Parametric XR Traffic Model
	Quasi-periodic (~1/frame-rate) with almost fixed inter-pkt arrival time

	Periodic + infrequent bursts
	Large Packet size with Truncated Gaussian distribution
	Small to medium packet size with uniform distribution
	Multi-stream isochronous model, where each flow has high data rate, low latency, high reliability requirements 
	Predominantly single stream with medium data rate, low latency and high reliability requirements



Given the similarity between the traffic characteristics, the different XR Applications/Use Cases can be categorized into following application groups:
· Group 1: VR1/AR1
· Group 2: CG
· Group 3: VR2/AR2/XR Conferencing 

Proposal 1: 	Support evaluation of XR applications which are grouped based on similarity in traffic characteristiscs, consisting of Group 1 (VR1/AR1), Group 2 (CG) and Group 3 (VR2/AR2/XR Conferencing)
From the observations, a generalized/parametric traffic model is identified which abstracts the characteristics of different XR traffic and enables different degrees of variability to model any of the XR applications based on configuration parameters. The parametric traffic model is also provided in Table 1. 
Proposal 2: 	RAN1 supports the use of a generalized/parametric XR traffic model with configurable parameters that can represent any of the XR traffic for evaluations
Proposal 3:    The configurable parameters in the generalized XR traffic model for UL transmissions are:
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival rate] (e.g. 60 to 500Hz)
· Traffic file distribution: [Uniform distribution with configurable packet size] (e.g. 30 to 250B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. single/multiple streams with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability] (e.g. 500kbps, 10ms, 10E-04 PER)

Proposal 4:    The configurable parameters in the generalized XR traffic model for DL transmissions are:
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival time duration] (e.g. FTP3, inter-packet arrival proportional to 1/frame-rate)  
· Traffic file size distribution: [Truncated Gaussian distribution or Parero distribution with configurable mean, σ, min, max] (e.g. mean: 1200B, max: 1500B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. isochronous multi-stream with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability] (e.g. 100Mbps, 10ms, 10E-04 PER)

Conclusion.
In this contribution, the following observation were made on: 
Observation 1: The traffic characteristics of VR1 are as follows:
· UL: Pose/viewport information (e.g. including information on 6DoF) 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Peridioc: (e.g. periodicity range of 60 to 500 Hz) 
· DL: Media/Video containing viewport optimized scene (high quality) and media/video for non-viewport scene (lower quality)  
· Large packet size (e.g. variable size with Gaussian distribution or fixed size of 1500B), High data rate: 6-18 Mbps, E2E latency: 50ms, multi-flow (video flows with different bit-rates, 3D media, metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 40/60/120 fps)

Observation 2: The traffic characteristics of VR2 are as follows:
· UL: Pose/viewport information 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 3D scenes in frame buffers 
· Large packet size (e.g. Gausiaan distribution, e.g. max 1500B or unlimited), High data rate: 30- 45 Mbps, latency: RTT  30ms (typical) and max 50 ms), multi-flow (3D video/media, metadata) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

Observation 3: The traffic characteristics of AR1 are as follows:
· UL: Pose information and/or 2D video stream information 
· Pose: Small packet size, Low data rate of 0.5 – 2 Mbps, Periodic: 60 to 500 Hz 
· Video: Large packet size, Data rate of 10 Mbps, Periodic with update periodicity of 10Hz, multi-flow video
· DL: 2D/3D pre-rendered media and XR metadata
· Large packet size (e.g. Pareto distribution), High data rate 30-45 Mbps, multi-flow (2D/3D media and metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

Observation 4: The traffic characteristics of AR2 are as follows:
· UL: 2D/3D media, pose and/or video of user
· Large packet size, data rate: 2.7 – 50 Mbps, PDB:< 150ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· DL: 2D/3D media, pose and/or video of user
· Large packet size (e.g truncated Gaussian distrubution), Data rate: 2.7 – 50 Mbps, E2E PDB: <100ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)

Observation 5: The traffic characteristics of XR Conferencing are as follows:
· UL: 2D/3D media, pose and/or real-time video of user 
· Large packet size, Data rate: 2.7 – 50 Mbps, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· Low encoder PER: < 10-3
· DL: 2D/3D media, pose and/or real-time video of user, 2D/3D objects/environment (possibly from third party)
· Large packet size, Data rate of 2.7 – 50 Mbps, E2E PDB: <100ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· Low encoder PER: < 10-3

Observation 6: The traffic characteristics of CG are as follows:
· UL: Pose/viewport information
· Small packet size (e.g. 100 to 250B), Low data rate: 0.1 – 1 Mbps, PDB: 10ms, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 2D/3D media and/or video of user
· Large packet size (e.g. max 1500), High data rate 30 - 45 Mbps, PDB: 20ms, multi-flow (2D/3D media, video) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 30/50/60/90/120 fps)
· PER: 10e-3

Based on these observations, the following conclusions were made:.
Proposal 1: 	Support evaluation of XR applications which are grouped based on similarity in traffic characteristiscs, consisting of Group 1 (VR1/AR1), Group 2 (CG) and Group 3 (VR2/AR2/XR Conferencing)
Proposal 2: 	RAN1 supports the use of a generalized/parametric XR traffic model with configurable parameters that can represent any of the XR traffic for evaluations
Proposal 3:    The configurable parameters in the generalized XR traffic model for UL transmissions are:
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival rate] (e.g. 60 to 500Hz)
· Traffic file distribution: [Uniform distribution with configurable packet size] (e.g. 30 to 250B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. single/multiple streams with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability] (e.g. 500kbps, 10ms, 10E-04 PER)

Proposal 4:    The configurable parameters in the generalized XR traffic model for DL transmissions are:
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival time duration] (e.g. FTP3, inter-packet arrival proportional to 1/frame-rate)  
· Traffic file size distribution: [Truncated Gaussian distribution or Parero distribution with configurable mean, σ, min, max] (e.g. mean: 1200B, max: 1500B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. isochronous multi-stream with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability] (e.g. 100Mbps, 10ms, 10E-04 PER)
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