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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: OLE_LINK1]During RAN1#103-e meeting, some issues for evaluation towards capacity and power consumption were discussed, and the agreements in Annex related to evaluation methodologies have been achieved. 
In this contribution, we mainly focus on the remaining issues for evaluation methodologies, including simulation assumptions.
2. [bookmark: OLE_LINK2][bookmark: OLE_LINK4]Combinations of applications and deployment scenarios
Based on the LS from SA4[1], so far the work for modelling of three applications, i.e.  VR2, AR2, CG, has been completed in SA4, and the corresponding traffic models can be used for performance evaluations in RAN1. The other two applications, i.e. VR1 and AR1, are still being studied in SA4, for which the corresponding information will only be shared after SA4#112-e.
During RAN1#103-e meeting, the following agreements regarding deployment scenarios for XR/Cloud Gaming have been achieved.
Agreement:
Adopt the following deployment for XR/CG evaluations
· Indoor hotspot: FR1 and FR2
· Detailed definition of Indoor hotspot refers to TR 38.913.
· Channel model: InH. Detailed definition of InH refers to TR 38.901.
· Dense urban: FR1 and FR2
· Detailed deployment refers to TR 38.913, where single layer with Marco layer is assumed.
· Channel model: UMi. Detailed definition of UMi refers to TR 38.901.
FFS: Whether to prioritize FR1 for evaluation.
Note 1: When selecting the deployment and evaluation assumptions for XR/CG evaluations, it is up to company to evaluate FR1 or FR2 or both for the frequency range.
Note 2: It does not mean that all applications are evaluated for all the deployment scenarios.

Agreement:
Urban Macro can be optionally reported for XR/CG evaluations only for FR1.
· FFS: whether Uma is optional or not
· Following parameters can be assumed.
Parameter
Proposed value

Urban Macro (FR1)
Layout
21cells with wraparound
ISD = 500 m
BS Tx power
FR1: 49 dBm/20 MHz
 

These deployment scenarios, i.e. Indoor hotspot, Dense urban and Urban Macro, may be applied to each application for which the corresponding traffic model has been provided so far. However, if all combinations between these deployment scenarios and application are considered, the number of combinations may be unacceptable due to numerous evaluation work. Therefore, it may be desirable to consider prioritization of combinations of deployment scenarios and applications.
For VR, including VR2, a user usually wears a head mounted display (HMD), to completely replace her/his field of view with a simulated visual component, and wears headphones, to provide her/him with the accompanying audio. Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. So a user often consumes VR services in indoor environment, thus VR2 combined with Indoor hotspot can be prioritized.
For AR, including AR2, a user is provided with additional information or artificially generated items or content overlaid upon their current environment. AR is typically associated with using glasses, also referred to as optical see-through. Since the AR devices are usually wearable, and the user can go anywhere with them, Dense urban and Urban Macro can both be considered for evaluation. 
For Cloud Gaming, the time for a user to play a game may be short or long, subject to the type or content of the game. For a game costing a rather long time, the user is more likely in indoor environment, in contrast, for a quick game, the user may also walk or travel in outdoor. Therefore, Indoor hotspot and Dense urban can be chosen for evaluating Cloud Gaming.
Based on above analysis, we can draw the following proposal.
[bookmark: _Ref61793572]Proposal 1: The following combinations of applications and deployment scenarios are prioritized for XR/Cloud Gaming evaluation:
· Indoor hotspot: VR2, CG, for FR1 and FR2;
· Dense urban: CG, AR2, for FR1 and FR2;
· Urban Macro: AR2, for FR1.
3. [bookmark: _Ref54385236]Evaluation methodologies
For XR/Cloud Gaming evaluation, several aspects of performance are considered, including capacity, power consumption, coverage and mobility.
The applications of XR/Cloud Gaming generally demand high throughput, low latency and high reliability at the same time, which will bring great challenges for NR networks. It is important to study how typical NR networks can accommodate these new services. Hence, the capacity evaluation of XR/Cloud Gaming services considering the number of users simultaneously consuming the XR/Cloud Gaming services under given traffic requirements and for a given deployment scenario (e.g., Dense Urban, Indoor Hotspot) should be prioritized for XR SI. 
Power consumption is one of the important factors for XR/Cloud Gaming devices. The applications of XR/Cloud Gaming will bring critical challenges for battery life, due to heavy and high data-rate traffic, complicated computation and frequent interaction with the network for XR/Cloud Gaming traffic. In addition, for XR devices e.g. AR glasses, the size and weight are designed so that the devices can be worn for a long duration. It will result in more restrictions for battery capacity and heat dissipation compared to typical devices such as smartphones. Therefore, power consumption for XR/Cloud Gaming services needs to be considered. As shown in the histogram below, power consumption for two different video applications on smartphones via NR networks is presented. Based on the measurement data, the power consumption proportion of communication modules is around 40% for online video traffic, which is higher than that of display modules. So, it is essential to evaluate the power consumption for XR/Cloud Gaming traffic.
[image: ]
Figure 1. Measurement data for power consumption of different video traffic
Notes :
· The data is collected from vivo product teams.
· The measurement is performed in a laboratory environment.
· The test traffic is carried over an NR network.
· The communication modules include baseband, radio frequency (RF), power amplifier (PA) modules, etc.
· The display modules include the liquid crystal module (LCM) panel, etc.
[bookmark: _Ref54383562]Observation 1: For online video traffic, the power consumption proportion of communication modules is around 40%.
With respect to coverage, it is important to observe the performance difference between users at cell edge and cell center, and how far the network can accommodate XR traffic with sufficient performance, especially for uplink, where the power limitation may be more stringent. Besides the performance evaluation per user and performance comparison among users in capacity evaluation, an independent link budget can be used for coverage evaluation, as discussed in section 3.3. 
For mobility, an XR device consuming some XR service(s) may be on the move. During the SI, stationary XR devices or ones with low speed should be mainly targeted, so performance impacts caused by mobility events may not be very serious. As a result, mobility evaluation can be deprioritized due to time limitation.
Based on the agreement from RAN1#103-e meeting, discussions on necessity and methodologies for evaluation towards mobility and coverage are delayed to a later stage, e.g., starting from Q1 2021.
3.1. Capacity
For downlink, video traffic is considered as the main target for transmission over NR networks. On the contrary, for uplink, interaction/pose information and scene information are modelled in typical scenarios. The downlink and uplink can be evaluated separately or simultaneously. For separate evaluation for downlink and uplink, the simulation complexity can be reduced, since only one transmission direction is modelled at a given time. At the same time, the simulation efficiency can also be promoted. Meanwhile, the simulation accuracy may be affected since the dependency between uplink and downlink is not modelled precisely and may be replaced by some statistical distributions. To prioritize the simulation complexity and efficiency at the first stage, we prefer to evaluate downlink and uplink separately at first. The same consideration can also be followed in power consumption evaluation.
In the following, evaluation methodologies and key performance metrics for downlink and uplink will be analyzed respectively.
3.1.1. Downlink evaluation
For the definition of system capacity, the following agreements have been achieved during RAN1#103-e meeting.
Agreement:
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations

Agreement:
The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available.  Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.

· [bookmark: OLE_LINK15][bookmark: OLE_LINK16]Conditions of packet loss based on PDB&PER 
To determine whether a UE is satisfied or not, the QoS characteristics corresponding to the assumed 5QI(s) should be considered, of which the packet delay budget (i.e. PDB) and packet error rate (i.e. PER) are very important in our opinion. How to model them in system-level simulations should be clarified with common understanding among companies.
According to TS23.501[3] section 5.7.3.2, three resource types are identified, i.e. GBR, Delay-critical GBR and Non-GBR. For XR/Cloud Gaming, GBR and Delay-critical GBR are mainly focused on. In the LS[2] from SA2, for downlink traffic the GBR resource type is assumed, for which the PDB denotes a “soft upper bound” in the sense that an “expired” packet, e.g. a RLC SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. Thus a question can be raised that whether RAN1 evaluation should be performed according to these descriptions when dealing with PDB and PER. There may be some options as follows.
· Option 1: A packet that has exceeded the PDB should be counted as lost and added to the PER. If there is some rest data and/or pending transmission for the packet, all should be discarded. 
· Option 2: A packet that has exceeded the PDB should be counted as lost and added to the PER. If there is some rest data and/or pending transmission for the packet, it can be delivered without discarding.
· Option 3: A packet that has exceeded the PDB does not need to be discarded and can be delivered subsequently. If after link layer transmission at least a byte of the packet is not delivered successfully, then the packet should be counted as failed to deliver and added to the PER. Otherwise, the packet shall not be added to the PER.
From above options, option 3 is supposed to follow the descriptions for GBR resource type in TS23.501[3], but option 1 is slightly preferred since it is commonly adopted in RAN1 evaluation.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: _Ref61533077][bookmark: _Ref61533156]Observation 2: For a packet that has exceeded the PDB, three options can be identified to deal with it:
· Option 1: It is counted as lost and added to the PER, and all data related to it should be discarded.
· Option 2: It is counted as lost and added to the PER, and the remaining data for it can be delivered without discarding.
· Option 3: It can be delivered without any interruption, and only if all or part of it is not delivered successfully after link layer transmission, it is counted as failed to deliver and added to the PER.
[bookmark: _Ref61793574]Proposal 2: For a packet that has exceeded the PDB, support to adopt Option 1 as the starting point.
When Option 1 is adopted, packet loss can occur in the following cases:
· Case 1: A packet has exceeded the PDB and be counted as lost, and all data related to it is discarded.
· Case 2: All or a part of data for a packet is failed to be transmitted when reaching the maximum HARQ transmit number within the PDB bound.
· Jitter handling
[bookmark: OLE_LINK6]For downlink traffic, when jitter is modelled, the interval between two neighboring packets from the respective of gNB varies from time to time, without following a periodicity strictly. In other words, each packet may spend different time when being delivered from CN node to the gNB. Some discussion on it can also be found in [6].
Based on TS23.501[3], assuming downlink traffic is of GBR resource type, the 5G-AN PDB is determined by subtracting a static value for the CN PDB from a given PDB. For a standardized 5QI, the static value for the CN PDB is specified in the QoS characteristics Table 5.7.4-1.
From above descriptions, there may be a mismatch between the actual delay from the N6 termination point at the UPF to the 5G-AN, and the specified static value for the CN PDB, thus the determined 5G-AN PDB does not precisely match the given E2E PDB as well. So when the 5G-AN PDB of a packet is not exceeded by proper scheduling and transmission, it does not mean that the PDB of the packet is not exceeded.
[bookmark: _Ref61533080]Observation 3: When jitter is modelled, there may be a mismatch between the determined 5G-AN PDB and the given PDB, and the given PDB may not be guaranteed precisely.
· Performance Metrics
Based on the agreement from RAN1#103-e meeting, metrics used to determine if a UE is satisfied should be collected to derive the system capacity, as well as other additional metrics, but due to the pending traffic models the discussions on them have been deferred.
In our opinion, a packet error ratio, which is measured against the given PER can be very useful. The packet error ratio can be regarded as a metric indicating the failure ratio of packets delivered over the air interface, and is related to the selection between options dealing with a packet that has exceeded the PDB. It may also be used when judging if a UE is satisfied with the requirements for XR/Cloud Gaming services, e.g. when the packet error ratio measured for a UE is equal to or less than the given PER, the UE can be regarded as satisfied. How to model a packet, e.g. whether a packet in RAN1 simulation is mapped to an IP packet or a frame for video traffic, is supposed to be discussed in traffic model. If a packet in RAN1 simulation is mapped to a frame for video traffic, the actually applied PER requirement may be adjusted based on the given PER.
The packet error ratio for each user during a simulation can be collected for comparison among different users. It can also be drawn in a packet error ratio CDF curve further, to show the transmission performance distribution among all users involved in the simulation. 
The latency performance may also be collected to show how soon the packets can be delivered over the air interface. Because each user may have respective channel quality and corresponding scheduling treatment, resulting in different latency performance, packet latency for each user can be collected separately. For a user, latency for each delivered packet is collected, which is measured from the time when the packet arrives in the transmission buffer on the network side, to the time when all bytes of it are received successfully by the user. Then latency is averaged among all delivered packets for the user to calculate the packet delay for the user. Packet latency for all users during simulation can be drawn in a latency CDF curve, to show the latency distribution among all users involved in the simulation.
In addition, resource utilization and UPT (User perceived throughput) can also be provided to show capacity performance. Resource utilization is defined as the ratio between the number of REs used for packet transmission and the total number of available REs during a simulation for a given transmission direction. UPT for each user can be collected and drawn in a UPT CDF curve, to show the throughput distribution among all users involved in the simulation. Note the latency CDF is closely related to the UPT CDF.
Proposal 3: A UE is regarded as satisfied if the packet error ratio measured for it is equal to or less than the given PER.
[bookmark: _Ref61793576]Proposal 4: The following metrics can be considered for XR capacity evaluation,
· Percentage of satisfied UEs
· System capacity
· CDF of packet error ratio 
· CDF of packet latency
· CDF of user-perceived throughput
· Resource utilization
· Others
During RAN1#103-e meeting, there is an FFS for system capacity definition, i.e. how to calculate the percentage of satisfied users across multiple drops of simulations. Regarding this FFS, we think the number of UEs per cell, or the average number of UEs per cell for each drop should be the same. Thus the percentage of UEs being satisfied for each drop can be calculated separately, and then averaged over all the drops.
Proposal 5: Percentage of UEs being satisfied for each drop can be calculated separately, and then averaged over all the drops.
[bookmark: _Hlk61684252][bookmark: OLE_LINK5]In addition, various options for traffic arrival offset among UEs per cell have been identified during RAN1#103-e meeting but not discussed.

Agreement:
The following aspects are to be discussed after traffic model is stable.
· ……
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.


In our opinion, no offset may result in bursty resource allocation and worse performance, while even offset may differ from actual scenarios and desire more complex simulation modelling. So random offset is preferred for simplicity.
[bookmark: _Ref61793577]Proposal 6: Adopt random offset for modelling traffic arrival offset among UEs per cell.
3.1.2. Uplink evaluation
For uplink, typically two types of traffic can be assumed, one type is about interaction and pose information, and the other is about scene information.
When only interaction and pose information are modelled, the required data rate is rather low compared to that for downlink. At the same time, latency becomes more critical because the interaction and pose information should be transmitted to the server as soon as possible to guarantee the perceived experience by users. From our respective, the evaluation methodologies and performance metrics used for downlink can be reused for this case. Alternatively, there may be another way to evaluate the capacity performance for uplink interaction and pose information, which is discussed as below.
Based on TR 26.928[4], the user interaction delay can be measured as the key metric, which can consist of required processing times for the following steps.
· Capture of user interaction in XR client
· The processing time for capturing is outside the study and can be assumed much smaller than the periodicity of interaction and pose information, thus it is assumed to be approximately 0ms during our evaluation.
· Delivery of user interaction to the XR server (a.k.a. network delay) 
· The duration for delivery is mainly modelled as uplink transmission delay over the air interface.
· During our evaluation, grant-free scheduling is assumed to reduce latency, and the periodicity of configured grants can be as short as possible, e.g. 1slot.
· Processing of user interaction by the XR server
· The processing time for received interaction and pose information from user is outside the study, and 0ms is assumed during our evaluation.
 [image: ]
Figure 2. Schematic of user interaction delay
The user interaction delay can be used as a key metric for uplink capacity performance. For example, number of satisfied users for interaction and pose information can be defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB. In the evaluation, A% is assumed as 95%.
[bookmark: _Ref54383814]Proposal 7: The user interaction delay can be used as a key metric for uplink capacity evaluation for uplink interaction and pose information traffic.
[bookmark: _Ref54383816]Proposal 8: The number of satisfied users for interaction and pose information is defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB, where the threshould A% should be discussed and determined, when only interaction and pose information are modelled in uplink.
When the uplink traffic for scene information is modelled, the traffic characteristics are similar to that for downlink traffic. So, the evaluation methodologies and performance metrics used for downlink can be reused for uplink as well.
[bookmark: _Ref54383818]Proposal 9: The evaluation methodologies and performance metrics used for downlink are reused for uplink video traffic.
3.2. Power consumption
Power consumption is another crucial factor for XR evaluation, especially for XR devices of which the size and weight are important for wearing and using, based on the analysis in section 2. 
In Rel-16 power saving WI, the potential impacts of power saving features on capacity performance was not considered. Since high throughput and low latency are simultaneously required for XR traffic, capacity performance degradation cannot be neglected when evaluating the power consumption for XR traffic with potential power saving mechanisms. Taking the DRX mechanism as an example, mismatched DRX cycle configuration and XR traffic periodicity may largely degrade the capacity performance. Hence, both capacity and power consumption should be considered for XR evaluation, and they can be evaluated in the same simulation to show the potential trade-off between them, i.e. obtaining power saving gain while the capacity performance is degraded at the same time. When more power saving gain is expected by adapting configurations or introducing enhanced power saving techniques, capacity performance degradation should be paid close attention to and kept in an acceptable limit. 
[bookmark: _Ref54383819]Proposal 10: When evaluating the power consumption performance, the capacity performance should be jointly considered to show the potential trade-off between them.
To evaluate the power consumption performance, the simulation assumptions and capacity performance metrics for capacity evaluation can be reused. Both the power saving gain and the capacity performance loss need to be considered at the same time. 
[bookmark: _Ref54383822]Proposal 11: For power consumption evaluation, the simulation assumptions and capacity performance metrics for capacity evaluation can be reused.
During the evaluation, power consumptions for different cases can be collected for subsequent comparisons as depicted in Figure 3, including: 
· Case 1 (baseline): No power saving mechanism is introduced. It is the performance baseline to show the consumed power and corresponding capacity performance.
· [bookmark: _Hlk61609518]Case 2: The DRX mechanism for connected mode in NR is introduced which can be a starting point. Each UE may be configured with different DRX offset for staggering active time between UEs or to fit the arrivals of service packets as far as possible. The UE can only be scheduled during the active time, which reduces power consumption by reducing PDCCH monitoring, meanwhile, the capacity performance may be degraded because of the scheduling delay. Different configurations, such as different values for DRX cycle, drx-onDurationTimer and drx-InactivityTimer, will result in different power saving effect and capacity performance.
· Case 3: Some enhanced power saving techniques other than C-DRX can also be considered for evaluation, including Rel-16/Rel-17 power saving schemes, such as PDCCH skipping, etc. Besides, some enhancements for C-DRX may also be introduced, e.g. adapting the starting times of ON Duration to align them with arrival times of packets by L1 signalling, while shorter onDurationTimer can be configured for power saving.
[image: ]
[bookmark: _Ref54385117]Figure 3. Without C-DRX vs. with C-DRX
In addition, power consumption models for special slots with different DL-UL symbol configurations were not considered in Rel-16 power saving SI/WI. Moreover, for PUSCH, PUCCH and SRS concurrent in a slot, the slot-averaged power has not been provided yet. As tight processing time and high throughput for UL may be required for some XR applications, these models identified as missing should be added for XR power consumption evaluation.
[bookmark: _Ref54383823]Proposal 12: For power consumption evaluation, the following aspects should be considered:
· Improving power consumption models for (1) special slots, (2) multiple UL channels in a slot, such as PUSCH, PUCCH and SRS concurrent in a slot, etc.
· [bookmark: _Hlk61857819]Introducing enhanced power saving techniques, including starting time adaptation for ON Duration of C-DRX, and Rel-16/Rel-17 power saving schemes such as PDCCH skipping.
3.3. [bookmark: _Ref54385194]Coverage
In the coverage enhancement SI, the basic evaluation methodologies based on link-level simulation were developed. The coverage performance could be evaluated with the following procedures: 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements. 
· Step 2: Calculate the max isotropic loss (MIL) value based on the required SINR according to the link budget template, in which the antenna gain, beamforming gain, and some losses such as body loss and cable loss, are also considered.
Considering the limited time budget on R17 XR SI, we suggest to reuse the evaluation methodologies of coverage enhancement SI and MIL can be used as the performance metrics for coverage evaluation.
[bookmark: _Ref54383825]Proposal 13: For XR/Cloud Gaming coverage evaluation, support to reuse the evaluation methodologies in coverage enhancement SI as the starting point.
3.4. Mobility
In our point of view, the impacts on XR performance due to mobility can be reflected in the following aspects:
· Interruption delay. Interruption delay for XR traffic delivery can be mainly focused on handover procedure since an XR device consuming some XR service(s) should be in connected mode. For interruption delay due to handover procedure, it is complicated to model the detailed procedure in a system-level simulation, so firstly we can analyze the procedure in theory carefully to study how much typical interruption delay can be introduced to XR traffic delivery in handover procedure, and whether it causes severe impacts on delay performance such as violating the PDB limit deeply.
· Handover failure rate. When a handover failure occurs, the RRC connection may be interrupted significantly or even released, so the performance for XR traffic delivery cannot be guaranteed at all. The handover failure rate may be evaluated separately where only control plane procedure(s) is modelled for simplifying the simulation, during which the handover rate shall also be collected to show how frequently handover events occur.
· Traffic transmission performance at cell edge. This can be observed during capacity evaluation to show transmission performance at cell edge where a UE may be involved in a handover procedure at a high probability.   
Then, above aspects can be integrated together to see to what extent mobility can influence dropping performance for XR traffic, e.g. a dropping ratio can be calculated for a typical scenario and moving speed.
[bookmark: _Ref54383826]Proposal 14: For XR mobility evaluation, performance metrics should be identified considering impacts on XR performance due to mobility, such as interruption delay, handover failure rate and cell-edge transmission performance.
4. Simulation assumptions
4.1. [bookmark: OLE_LINK3]Simulation assumptions for capacity
[bookmark: OLE_LINK19][bookmark: OLE_LINK20]During RAN1#103-e meeting, simulation assumptions for capacity evaluation were discussed extensively, and most of them have been agreed. Nevertheless, some remaining assumptions were discussed without reaching a consensus. To facilitate performance comparison among companies, we suggest to adopt the following simulation assumptions in Table 1 towards an agreement.
[bookmark: _Ref61453328]Table 1. System-level simulation assumptions
	Parameter
	Value(s) and comment(s)

	Frequency range
	Don’t support to prioritize FR1. Both FR1 and FR2 are supported, it is up to companies to select one or both for evaluation.

	Deployment
	UMa can be optionally evaluated.

	System bandwidth
	For FR1, support to add 200MHz as an optional configuration.
For FR2, both 200MHz and 400MHz are supported. It is up to companies to select one or both for evaluation.


	TDD configuration
	Support to update Option 2 as DDDSUU, and S =10:2:2.

	Channel estimation
	Both realistic and ideal channel estimation are supported. It is up to companies’ report.

	Downtilt
	For Dense Urban, support to adopt 12 degree.
For UMa, support to adopt 6 degree.
If companies cannot agree above, prefer to leave it to companies’ report.

	BS antenna parameters
	For outdoor scenario:
· FR1
· Baseline: (M, N, P, Mg, Ng) = (8,8,2,1,1)
· Optional: (M, N, P, Mg, Ng) = (8,2,2,1,1) and (4,4,2,1,1)
· (dH, dV) = (0.5λ, 0.5λ)
· Other configurations can be optionally evaluated
· How to perform antenna virtualization is up to companies’ report 

	UE antenna parameters
	For FR2, slightly prefer Option1.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°



[bookmark: _Ref61793795]Proposal 15: For XR/Cloud Gaming capacity evaluation, support to agree the remaining simulation assumptions listed in Table 1.
4.2. Simulation assumptions for power consumption
[bookmark: _Hlk53669364]For power consumption evaluation, the power consumption performance can be evaluated by reusing the power consumption model in TR38.840 [5] as shown in Table 2 and Table 3. Since the capacity performance is also evaluated in power consumption evaluation, the simulation assumptions for capacity evaluation can be reused. Besides, adaptive C-DRX settings for XR traffic can be considered to harvest larger power saving gain. The details of C-DRX settings can be reported by companies separately. Examples of C-DRX configurations are shown in the following Table 4 considering the traffic period and the trade-off  between system capacity and power consumption performance.
[bookmark: _Ref61792569][bookmark: _Ref54120266]Table 2. UE power consumption model for XR
	Power State
	Characteristics
	Relative Power

	
	
	FR1
	FR2

	Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing may not be maintained.
	1 (Optional: 0.5)

	Light Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. 
	20

	Micro sleep
	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
	45

	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot.
	100
	175

	SSB or CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100
	175

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modelled by UL power state. 
	300
	350

	UL
	Long PUCCH or PUSCH. 
	250 (0 dBm)
700 (23 dBm)
	350
(FFS Tx power level)

	Short PUCCH
	Short PUCCH power = 0.3 x uplink power
Reference config consists of 1-symbol PUCCH
	Applicable for FR1 and FR2.
	Short PUCCH

	SRS
	SRS power = 0.3 x uplink power
	Applicable for FR1 and FR2.
	SRS


[bookmark: _Ref61792575][bookmark: _Ref54383300]Table 3. UE power consumption during the state transistion
	Sleep type
	Additional transition energy: (Relative power x ms) 
	Total transition time 

	Deep sleep
	450 
	20 ms 

	Light sleep
	100 
	6 ms 

	Micro sleep
	0 
	0 ms* 

	*Immediate transition is assumed for power saving study purpose from or to a non-sleep state


[bookmark: _Ref61792587][bookmark: _Ref54383309]Table 4. DRX configurations
	DRX parameters
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	DRX configuration 1
	8
	4
	2

	DRX configuration 2
	10
	6
	2


[bookmark: _Ref53483664]Proposal 16: For XR/Cloud Gaming power consumption evaluation,
· Power consumption performance is evaluated by using power consumption model in TR 38.840.
· Power consumption performance and capacity performance are evaluated together by considering different C-DRX configurations.
· Details of C-DRX configurations are reported by companies.
Based on the given power consumption model as shown in Table 2, the UL power consumption model is incomplete at present. For instance, a UE’s transmit power depends on UE’s pathloss and SNR target and in some cases the value of it is between 0dBm and 23dBm, but it is not reflected in the UL power consumption model, e.g. there is no interpolation algorithm available for the UL power consumption model in TR38.840,  which should be introduced for precise evaluation. Besides, power consumption models for UL channel combination(s) and special slots can also be considered, which is discussed in section 3.2. 
[bookmark: _Ref61793932]Proposal 17: For XR/Cloud Gaming power consumption evaluation, introduce interpolation algorithm for UL power between 0dBm and 23dBm.
4.3. Simulation assumptions for coverage and mobility
[bookmark: _Hlk53482052]For coverage evaluation, link budget parameters for ongoing Rel-17 SI coverage enhancement can be reused as a starting point. In particular, required SINR and occupied PRBs should be revised to accommodate XR traffic characteristics.
[bookmark: _Ref53483666]Proposal 18: For XR/Cloud Gaming coverage evaluation assumptions,
· Reuse link budget parameters in TR 38.830 as a starting point.
· Revise some parameters is needed, such as required SINR, number of RBs occupied.
For mobility evaluation, since traffic transmission performance at cell edge can be observed during capacity evaluation, at least the simulation assumptions for capacity can be reused. As for other evaluation metrics, details of simulation assumptions can be further studied.
[bookmark: _Ref53483667]Proposal 19: For XR/Cloud Gaming mobility evaluation assumptions, 
· At least the simulation assumptions for capacity can be reused, 
· [bookmark: _Ref54280506]Other simulation assumptions can be further studied together with evaluation metrics.
5. Conclusion
In this contribution, we provide our views on XR and Cloud Gaming evaluation methodologies, including simulation assumptions, with the following observations and proposals:
Observation 1: For online video traffic, the power consumption proportion of communication modules is around 40%.
Observation 2: For a packet that has exceeded the PDB, three options can be identified to deal with it:
· Option 1: It is counted as lost and added to the PER, and all data related to it should be discarded.
· Option 2: It is counted as lost and added to the PER, and the remaining data for it can be delivered without discarding.
· Option 3: It can be delivered without any interruption, and only if all or part of it is not delivered successfully after link layer transmission, it is counted as failed to deliver and added to the PER.
Observation 3: When jitter is modelled, there may be a mismatch between the determined 5G-AN PDB and the given PDB, and the given PDB may not be guaranteed precisely.

Proposal 1: The following combinations of applications and deployment scenarios are prioritized for XR/Cloud Gaming evaluation:
· Indoor hotspot: VR2, CG, for FR1 and FR2;
· Dense urban: CG, AR2, for FR1 and FR2;
· Urban Macro: AR2, for FR1.
Proposal 2: For a packet that has exceeded the PDB, support to adopt Option 1 as the starting point.
Proposal 3: A UE is regarded as satisfied if the packet error ratio measured for it is equal to or less than the given PER.
Proposal 4: The following metrics can be considered for XR capacity evaluation,
· Percentage of satisfied UEs
· System capacity
· CDF of packet error ratio 
· CDF of packet latency
· CDF of user-perceived throughput
· Resource utilization
Proposal 5: Percentage of UEs being satisfied for each drop can be calculated separately, and then averaged over all the drops.
Proposal 6: Adopt random offset for modelling traffic arrival offset among UEs per cell. 
Proposal 7: The user interaction delay can be used as a key metric for uplink capacity evaluation for uplink interaction and pose information traffic.
Proposal 8: The number of satisfied users for interaction and pose information is defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB, where the threshould A% should be discussed and determined, when only interaction and pose information are modelled in uplink.
Proposal 9: The evaluation methodologies and performance metrics used for downlink are reused for uplink video traffic.
Proposal 10: When evaluating the power consumption performance, the capacity performance should be jointly considered to show the potential trade-off between them.
Proposal 11: For power consumption evaluation, the simulation assumptions and capacity performance metrics for capacity evaluation can be reused.
Proposal 12: For power consumption evaluation, the following aspects should be considered:
· Improving power consumption models for (1) special slots, (2) multiple UL channels in a slot, such as PUSCH, PUCCH and SRS concurrent in a slot, etc.
· Introducing enhanced power saving techniques, including starting time adaptation for ON Duration of C-DRX, and Rel-16/Rel-17 power saving schemes such as PDCCH skipping.
Proposal 13: For XR/Cloud Gaming coverage evaluation, support to reuse the evaluation methodologies in coverage enhancement SI as the starting point.
Proposal 14: For XR mobility evaluation, performance metrics should be identified considering impacts on XR performance due to mobility, such as interruption delay, handover failure rate and cell-edge transmission performance.
Proposal 15: For XR/Cloud Gaming capacity evaluation, support to agree the remaining simulation assumptions listed in Table 1. 
Proposal 16: For XR/Cloud Gaming power consumption evaluation,
· Power consumption performance is evaluated by using power consumption model in TR 38.840.
· Power consumption performance and capacity performance are evaluated together by considering different C-DRX configurations.
· Details of C-DRX configurations are reported by companies.
Proposal 17: For XR/Cloud Gaming power consumption evaluation, introduce interpolation algorithm for UL power between 0dBm and 23dBm.
Proposal 18: For XR/Cloud Gaming coverage evaluation assumptions,
· Reuse link budget parameters in TR 38.830 as a starting point.
· Revise some parameters is needed, such as required SINR, number of RBs occupied.
Proposal 19: For XR/Cloud Gaming mobility evaluation assumptions, 
· At least the simulation assumptions for capacity can be reused, 
· Other simulation assumptions can be further studied together with evaluation metrics.
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Annex

Agreement:
Adopt the following deployment for XR/CG evaluations
· Indoor hotspot: FR1 and FR2
· Detailed definition of Indoor hotspot refers to TR 38.913.
· Channel model: InH. Detailed definition of InH refers to TR 38.901.
· Dense urban: FR1 and FR2
· Detailed deployment refers to TR 38.913, where single layer with Marco layer is assumed.
· Channel model: UMi. Detailed definition of UMi refers to TR 38.901.
FFS: Whether to prioritize FR1 for evaluation.
Note 1: When selecting the deployment and evaluation assumptions for XR/CG evaluations, it is up to company to evaluate FR1 or FR2 or both for the frequency range.
Note 2: It does not mean that all applications are evaluated for all the deployment scenarios.

Agreement:
Urban Macro can be optionally reported for XR/CG evaluations only for FR1.
· FFS: whether Uma is optional or not
· Following parameters can be assumed.
Parameter
Proposed value

Urban Macro (FR1)
Layout
21cells with wraparound
ISD = 500 m
BS Tx power
FR1: 49 dBm/20 MHz
 

Agreement:
It is to be further discussed how to prioritize the combinations of deployment scenarios and applications after traffic models for each application are stable.
 
Agreement:
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations

Agreement:
Adopt the simulation assumptions in table 1 as below
 
Table 1: Simulation assumptions for XR evaluation (Part 1) (updated)
Parameter
Proposed value

Indoor hotspot FR1/FR2
Dense urban FR1/FR2
Layout
120m x 50m
ISD: 20m
TRP numbers: 12
21cells with wraparound
ISD: 200m
Carrier frequency
FR1: 4 GHz
FR2: 30 GHz
Subcarrier spacing
FR1: 30 kHz
FR2: 120 kHz
BS height
3m
25m
UE height
hUT=1.5 m
BS noise figure
FR1: 5 dB
FR2: 7 dB
UE noise figure
FR1: 9 dB
FR2: 13 dB
BS receiver
MMSE-IRC
UE receiver
MMSE-IRC
Channel estimation
Realistic
FFS:Ideal(optional)
UE speed
3 km/h
MCS
Up to 256QAM
BS antenna pattern
Ceiling-mount antenna radiation pattern, 5 dBi
3-sector antenna radiation pattern, 8 dBi
UE antenna pattern
FR1: Omni-directional, 0 dBi,
FR2: UE antenna radiation pattern model 1, 5dBi
 

Agreement:
Adopt the following UE distribution for XR/CG evaluation for outdoor scenario
· For outdoor scenario:
· FR1: 80% indoor, 20% outdoor
· FR2: 100% outdoor
Other UE distribution can be evaluated optionally.

Agreement:
Adopt the following TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
FFS detailed S slot format
Note: Other TDD configuration or FDD can be optionally evaluated.

Agreement:
Adopt the following BS antenna parameters for indoor scenario for XR/CG evaluation
· FR1:
· 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4)
· (dH, dV) = (0.5, 0.5)λ
· FR2:
· Option 2: 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (16, 8, 2,1,1;1,1)
· (dH, dV) = (0.5, 0.5)λ
Other BS antenna parameters can be optionally evaluated

Agreement:
For XR/CG evaluation, adopt the following assumptions for downtilt 
·         For XR/CG evaluation, adopt the following assumptions for downtilt
· Dense Urban
· FFS: 6 or 12 degree
· Other downtilt can be optionally evaluated.
· Indoor hotspot
· 90° (pointing to the ground)
Other downtilt can be optionally evaluated

Agreement:
Adopt the simulation assumptions in table 3 as below
 
Table 3: Simulation assumptions for XR evaluation (Part 3)
Power control parameter
Companies should report
Transmission scheme
Companies should report, such as Type I/II codebook, rank assumption
Scheduler
SU/MU-MIMO PF scheduler (company to report SU or MU),
other scheduler (e.g., delay aware scheduler) is up to companies report
CSI acquisition
Realistic
Both CSI feedback and SRS are considered
Companies should report 
•          CSI feedback delay, CSI report periodicity, whether using CSI quantization, CSI error model or not,
•          Assumptions on SRS: periodicity, processing gain, processing delay, etc
•          and etc.
PHY processing delay
Baseline: UE PDSCH processing Capability #1
Optional: UE PDSCH processing Capability #2
 
Companies should report gNB processing delay, e.g. DL NACK to retransmission delay, UL previous transmission to current transmission delay and etc.
PDCCH overhead
Companies should report
DMRS overhead
Companies should report
Target BLER
Companies should report
Max HARQ transmission
Companies should report
 

Agreement:
The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available.  Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.
 
Agreement:
System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz (FFS: 200 MHz)
· FFS FR2

Agreement:
For outdoor scenarios, the baseline BS antenna parameters are as follows.
· FFS FR1, 
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4)
(dH, dV) = (0.5λ, 0.85λ)
· FR2:
· 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
(dH, dV) = (0.5λ, 0.5λ)
Other configurations can be optionally evaluated.

Agreement:
UE antenna parameters for XR/CG evaluations are as follows
· FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
· FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°

Agreement:
BS Tx power for XR/CG evaluations are as follows
· For Indoor hotspot:
· FR1:
· 24 dBm per 20 MHz
· FR2:
· 23 dBm per 80 MHz. EIRP should not exceed 58 dBm
· For Dense urban:
· FR1:
· 44 dBm per 20 MHz
· FR2:
· 40 dBm per 80 MHz. EIRP should not exceed 73 dBm
For system BW larger than above, Tx power scales up accordingly.
 
Agreement:
UE max Tx power for XR/CG evaluations are as follows 
· FR1: 23 dBm
· FR2: 23 dBm, maximum EIRP 43 dBm
 
Agreement:
Baseline power evaluation methodology
If UE power consumption is agreed as a KPI for evaluation of XR performance over NR,TR38.840 is the baseline methodology potentially with some modifications if necessary.  RAN1 aim to minimize modeling effort. For example, the following aspects can be considered for further discussion but not limited to.
·        FFS whether/how to model UE power consumption for UE tx power other than 0dBm and 23dBm,
·        FFS whether/how to model UE power consumption for UL slots that are not defined in TR38.840
·        FFS whether/how to model UE power consumption for ‘S’ slot
·        FFS whether/how to model UE power consumption for 400MHz in FR2 including scaling rule for FR2 BWP adaption.
·        FFS whether/how to model UE consumption for the corresponding number of Tx antennas
·        FFS whether/how to model the UE power consumption for UE tx power under FR2
 
Agreement:
· RAN1 continues to discuss evaluation methodologies for UE power consumption and system capacity.
· RAN1 is to discuss whether/how to study/evaluate mobility and coverage at a later stage, e.g., starting from Q1 2021.
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