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Introduction
It was agreed in RAN1#103e [1] that DL and UL traffic models of XR are characterized by several factors, such as the various bit rates, variable frame/packet size, and periodicity. However the details would need further studied, especially for the definition of the frame/packet and the jitter modeling.
	Agreement:
Traffic model
[bookmark: OLE_LINK3][bookmark: OLE_LINK14]Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so that the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning. 



In this contribution, we address the characteristic of frame/packet in the XR traffic modeling in Section 2. The impact factors for the traffic model including the bit rate, the packet size and packet interval time would be discussed in detailed, which are provided in Section 3 to Section 5, respectively. 
[bookmark: OLE_LINK18][bookmark: OLE_LINK15]The clarification for the frame/packet in the traffic model
According to the XR delivery in 5G system in TR26.928 [2], XR Median Streaming is based on Content Delivery Networks (CDN) and HTTP delivery. The XR streaming is generated from the App server, i.e. 5G-XR Application Provider and the XR streaming would be encoded into the data frame to satisfy the certain frame rate, e.g. 60 FPS. When the data frame has excessive size, a frame data would be segmented into multiple packets according to the delivery protocol. Take the TCP packet as example, a TCP packet size would be in the typical payload range from 46 bytes to 1500 bytes without the header and CRC bits. In 5G system, the packets from different sessions may be segmented and multiplexed into several different QoS flows, i.e. IP or Ethernet flows, with the preconfigured 5QI and sent from CN to RAN. Based on the description above, there are two options to model the frame data for XR streaming as following.
Option 1: 1 data frame contains 1 packet, 
Option 2: 1 data frame contains multiple packets.	
For the option 1, the packet size would be limited from 46 bytes to 1500 bytes for the TCP packets; meanwhile, the variation of the frame size for the Option 2 would be reflected by the number of the packets.
[image: ]
Figure 1: 5G-XR functions integrated in 5G System
From the perspective of air interface in RAN [3], multiple QoS flows, i.e. IP flows, related to the same data frame may arrive at RAN at different time caused by different jitter in the transport network. In order to avoid packet dropping and discontinuous/out-of-order reception at the receiver caused by jitter during the transport procedure, the jitter buffer would usually be used in mitigate transmission latency and jitter before they arrive to RAN. There is no difference between the IP packets for the same data frame. For simplicity, a data from in Option 2 can be considered as the packet in the traffic model of XR. The jitter would be characterized by the stochastic process, which is characterized by time-varying statistical packet inter-arrival process, for those segmented packets related to the same data frame. The details of jitter modeling are provided in Section 5.



Figure 2: The principle for classification and User Plane marking for QoS Flows and mapping to AN Resources
Proposal 1: A data frame from Application is considered as the packet in the traffic model for XR.  The jitter is characterized by the stochastic process of those segmented packets related to the same data frame.
The XR Data Rate in Physical Layer
For video streaming in XR, the bitrate can be derived by the various factors, such as spatial resolution, frame rate, color encoding, and compression ratio of the video codec.
According to the recent study in SA4 [5], the typical parameters and assumptions for VR video signal are as follows
-	Spatial resolution: Typical parameter: 4K x 2K
[bookmark: OLE_LINK39][bookmark: OLE_LINK38]-	Frame rate: 60 frame per second (FPS)
-	Color encoding: 12 bits per pixel
-	Video codec: H.265/HEVC
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]For the screen with 1.9:1 aspect ratio, the basic 4K VR video is with 4096 x 2160 pixels resolution. Assume the bit-depth of 12 bits per pixel and 100:1 compression ratio of H.265/HEVC, the average bit rate would be 63Mbps per eye for the independent VR video streaming and 116Mbps for dual-eyes streaming. A new video codec H.266/VVC (versatile video coding) has been standardized in July 2020 for better video compression with 30–50% better compression rate for the same perceptual quality over H.265, with support for lossless and subjectively lossless compression. It should support resolutions from 4K to 16K as well as 360° videos. VVC should support YCbCr 4:4:4, 4:2:2 and 4:2:0 with 10 to 16 bits per component, BT.2100 wide color gamut and high dynamic range (HDR) of more than 16 stops (with peak brightness of 1000, 4000 and 10000 nits), auxiliary channels (for depth, transparency, etc.), variable and fractional frame rates from 0 to 120 H.  
Observations 1: For the basic 4K VR video, the average bit rate would be 63Mbps per eye for the independent VR video streaming and 116Mbps for dual-eyes streaming.  The new VVC codec would have addition 30-50% better compression ratio. 
The packet size in the traffic model
[bookmark: OLE_LINK13][bookmark: OLE_LINK12]According to the captured XR traffic data on various platforms like Google Stadia, Nvidia GeForce Now and PlayStation Now, the packet size modeling is a direct model of application traffic and e quite different from the 3GPP RAN1 traffic models based on Queueing theory, e.g. FTP models, which are with the fixed packet size for each user. The packet size in the XR evaluation is various for different factors, such as the render architecture, the traffic content, video codec and transport protocols etc. 
In order to consider the different factors, two type of modeling of the XR packet size, i.e. Gaussian distribution and Pareto distribution as follows.
Model 1: The Gaussian distribution 
Model 2: The Pareto distribution
Based on the bitrate derived in Section 3, the characteristics of packet size under the different modeling methods for XR traffic are listed in the Table 1, including the mean value, the Std. dev., the maximum and the minimum values.
Table1. The characteristics of the packet size for XR traffic 
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]The distribution of the Packet size
	Parameters
	Single-eye
(Bitrate: 63Mbps)
	Dual-eye
(Bitrate: 126Mbps)

	Model 1: Gaussian
	Mean value
	131 Kbytes
	262 Kbytes

	
	Std. value
	13 Kbytes
	26 Kbytes

	
	Min value
	105Kbytes
	210 Kbytes

	
	Max value
	157Kbyte
	314Kbytes

	Model 2: Pareto
	Mean value
	131Kbytes
	262Kbytes

	
	Shaping parameter
	5
	5

	
	Min value
	105Kbytes
	210 Kbytes

	Note1: The Maximum packet size is determined by 95% confidence of Gaussian distribution
Note2: The parameter k is determined by the mean value the same as that of Gaussian distribution.
The PDF of the Pareto distribution is expressed by 

[bookmark: OLE_LINK25]where   is the minimum packet size and k is the shaping parameter.



According to the characteristics listed in above table, we found the Gaussian and Pareto distribution could both be considered for modeling the XR packet size.
Proposal 2: The Gaussian and Pareto distribution could both be considered for modeling the XR packet size.
The jitter modeling in the traffic model for XR
Jitter is the second moment of delay statistic and referred as the degree of latency variation generated in network transmission due to the encoding time, the network congestion, packet routing rules or poor transmission environment etc. The jitter should be modeled for XR traffic to simulate the packet arrival time, which can impact on the user’s experience. 
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]As in the data frame discussion in Section 2, we assume that a data frame/packet is generated in App layer without any segmentation during the network transmission with the jitter taking in to account. In order to discuss the modeling jitter of XR traffic, the packet arrival with and without jitter are drawn in Figure 3. In the Figure 3, the source data packets for XR are assumed to be generated with the periodicity T. If the packet transmission without jitter, the packet interval time would be equal to each other, otherwise, the packets arrive to RAN would be with the different jitter time, i.e. J1 ~ J4 and the packet interval time are I1~I3. 


Figure 3. The packet arrival with and without jitter
According to the packet arrival in the figure, there are two alternatives for modeling the jitter from the different aspects as following.
Alt. 1: Modelling the jitter latency separately from the periodicity.
Alt. 2: Modelling the packet inter-arrival time including the jitter latency.
For the Alt.1, if the jitter is modeled separately from the packet periodicity, the packet inter-arrival time between the Packet N and Packet N+1 would be expressed as T-JN+JN+1, in which JN and JN+1 are the jitters for Packet N and Packet N+1. We find that the packet inter-arrival time would be related to two independent identically distributed random variables. However, the jitter in Alt.2 has been considered in the modeling of packet inter-arrival time, which is a single random variable I. Furthermore, it observes that the packet interval time has lost the periodicity characteristic due to the different jitter latency. It is unnecessary to modeling the jitter separately from the transmit periodicity. Similar as the 3GPP RAN1 traffic models, e.g. FTP model 3, the packet interval time could also be modeled including the jitter in the traffic model for XR. Thus, the Alt. 2 to model the packet interval time is preferable for its simplicity.
For the packet inter-arrival time modeling, the different distributions would be considered for the traffic type and different network load. When the network load is low or median, the packet arrival would be with the exponential distribution as the Poisson process. However, when the network load is too heavy, the packet transmission would be impacted seriously and the packet inter-arrival time would be robust and highly variant. In this case, the Pareto distribution for the packet inter-arrival time can be considered. For the different distribution, the characteristics of packet inter-arrival time including the mean value, the Std. dev., the maximum and the minimum values are listed in Table 2.
Table 2. The characteristics of the packet interval time for XR traffic

	The distribution of the packet interval time
	Parameters
	Values

	Exponential
	Mean value 
	16.7ms

	
	Std. value
	0.06ms

	
	Min value
	0ms

	
	Max value
	77ms

	Pareto
	Mean value
	17ms

	
	Shape parameter
	1.06

	
	Min value
	1ms

	
	Max value
	100ms

	[bookmark: OLE_LINK24][bookmark: OLE_LINK23]Note 1: The exponential distribution is based on the assumption of 60FPS packet arrival rate.
Note 2: The mean value of packet arrival time in Pareto distribution is derived based on the assumption of 60FPS packet arrival rate.



Proposal 3: The jitter is modeled in packet interval time in the traffic model for XR, similar as the 3GPP RAN1 traffic models, e.g. FTP model 3.
Proposal 4: The Exponential distribution and Pareto distribution are both considered for the packet interval time under the different network load.
Conclusion
Proposal 1: A data frame from Application is considered as the packet in the traffic model for XR.  The jitter is characterized by the stochastic process of those segmented packets related to the same data frame.
Observations 1: For the basic 4K VR video, the average bit rate would be 63Mbps per eye for the independent VR video streaming and 116Mbps for dual-eyes streaming.  The new VVC codec would have addition 30-50% better compression ratio. 
Proposal 2: The Gaussian and Pareto distribution could both be considered for modeling the XR packet size.
Proposal 3: The jitter is modeled in packet interval time in the traffic model for XR, similar as the 3GPP RAN1 traffic models, e.g. FTP model 3.
Proposal 4: The Exponential distribution and Pareto distribution are both considered for the packet interval time under the different network load.
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