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1. [bookmark: _Ref18181]Introduction
In RAN#86 meeting, the SI for IoT-NTN [1] has been endorsed with following items for synchronization: 
-	Aspects related to random access procedure/signals [RAN1, RAN2]
-	Mechanisms for time/frequency adjustment including Timing Advance, and UL frequency compensation indication [RAN1, RAN2]
In this contribution, issues for DL/UL synchronization including PRACH capacity are identified with corresponding analysis and simulation results. 
1. DL synchronization
In NR-NTN, it has been proved that the robust performance can be provided for DL synchronization (at least during the initial access stage) via SSB design with assuming the pre-compensated DL Doppler w.r.t the beam center by gNB via implementation [2]. For the IoT application, evaluation with similar consideration is also expected to verify the existing design for DL synchronization. More specifically, for IoT over NTN, in addition to local oscillator error (e.g., considered for terrestrial IoT evaluation), the frequency offset caused by satellite mobility should be considered. 
As shown in Figure 1, due to large beam coverage, UEs within one beam may experience different residual Doppler shift after implementation of DL pre-compensation w.r.t the beam center. And the corresponding value will be enlarged along the beam size with different satellite parameter assumption.
[image: ]
[bookmark: _Ref61106975]Figure 1 Illustration of mobility for IoT-NTN






In case of co-allocated cell-1 and cell-2 from different satellites, if the frequency gap between two cells are not large enough, ambiguity may exist during cell searching. As shown in Figure 2, due to frequency offset, the center carrier of cell-1, which is supposed to locate at , may shift to  at RX side. Similarly, the center carrier of cell-2 may shift to . Since  can be closer to  than , the signal for cell-2 may be identified as for cell-1. In order to avoid such ambiguity, the frequency gap between two cells should be large enough to avoid overlap region in Figure 2.
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[bookmark: _Ref3286][bookmark: _Ref3240]Figure 2 Illustration of ambiguity in cell searching



In DL synchronization, the frequency offset mainly comprises the UE oscillator error  and residual Doppler  after DL pre-compensation. Moreover, the minimum frequency gap between two cells is the channel raster . Hence, in order to avoid ambiguity in cell searching, i.e., avoid overlap region in Figure 2, the following formula should be satisfied:

,

where  is the subcarrier space.
According to the principle above, in case of IoT over NTN service in S-band (e.g., at 2 GHz) is used as carrier frequency with UE oscillator error as 20 ppm (NB-IoT UE) and the residual Doppler as 16.14 ppm (e.g., LEO-600, 1000 km beam diameter for nadir beam), the maximum FO could be up to (20 + 16.14)*2 + 7.5 = 79.78 kHz, which is much larger than half of the current channel raster, i.e., 100 kHz [3]. Then corresponding enhancement will be needed.
Observation 1: 100 kHz channel raster may not be large enough to avoid ambiguity in DL synchronization of IoT over NTN when multiple cells from different satellites could cover same UE.
Proposal 1: Channel raster should be enhanced in IoT over NTN when multiple cells from different satellites are allowed to cover same area.
In addition, the performance of synchronization signal detection is also critical for the cell searching and DL synchronization. Detailed evaluations for existing NPSS for NB-IoT with different satellite parameters, e.g., Set-2 in [2], Set-3 and Set-4 in [4] for LEO-600 are provided by assuming DL frequency pre-compensation w.r.t beam center is performed. The UE allocated at the beam edge in following two assumptions are considered for each satellite parameter set:
· Case-1: Beam center elevation angle: 90 degree
· Case-2: Beam edge elevation angle: 10 degree.
Based on numerical analysis, the residual frequency offset and timing offset of beam center UE and beam edge UE for Set-2, Set-3 and Set-4 are summarized in Table 1. More simulation parameters with corresponding link budget can be found in Table 4 and Table 5 in the Appendix. 
[bookmark: _Ref13569][bookmark: _Ref15659]Table 1 Residual FO and TO of UEs at beam center and beam edge for Set-2, Set-3 and Set-4
	
	Set-2
	Set-3
	Set-4

	
	UEs at beam center
	UEs at beam edge
	UEs at beam center
	UEs at beam edge
	UEs at beam center
	UEs at beam edge

	Case-1
	Residual FO
	0
	-/+3.768kHz
	0
	-/+9.6298kHz
	0
	-/+25.095kHz

	
	Residual TO
	0
	+/-1.8842us
	0
	+/-4.8149us
	0
	+/-12.5476us

	Case-2
	Residual FO
	0
	-93.1337Hz / 102.24Hz
	0
	-261.4238Hz / 322.5910Hz
	0
	-1.013kHz / 2.12kHz

	
	Residual TO
	0
	0.0469us / -0.0514us
	0
	0.1307us / -0.1663us
	0
	0.5067us / -1.0606us


It is observed that the residual frequency offset and timing offset increase as the beam diameter increases. In the meantime, the residual frequency offset and timing offset decrease with the reduction of the beam center elevation angle. The DL synchronization performance would be impaired by the higher residual frequency offset and timing offset, especially for the UE at beam edge with lower SNR.  
[bookmark: _Ref14842]Table 2 Performance of NPSS detection 
	Scenarios
	SET-2
	SET-3
	SET-4

	
	Case-1
	Case-2
	Case-1
	Case-2
	Case-1
	Case-2

	SNR (dB)
	-2.32
	-12.62 
	-2.17 
	-12.32 
	-10.22 
	-19.17 

	Detection Probability
	100%
	80.25%
	100%
	83.62%
	90.6%
	0%

	Synchronization Latency (50th  percentile)
	20 ms
	350ms
	20 ms
	310ms
	220ms
	>2000ms

	Synchronization Latency (90th  percentile)
	110ms
	750ms
	120ms
	720ms
	435ms
	>2000ms

	Synchronization Latency (95th  percentile)
	140ms
	900ms
	150ms
	820ms
	500ms
	>2000ms

	Synchronization Latency (100th  percentile)
	280ms
	1980ms
	300ms
	1940ms
	1010ms
	>2000ms


As shown in Table 2, it can be found that for DL initial synchronization, reliable NPSS detection (e.g., detection rate is larger than 90%) with lower latency for synchronization can be achieved in Case-1 for all satellite parameters. 
However, degraded performance with reduced NPSS detection rate and increased latency is observed in Case-2 with worse SINR. Especially, for Set-4 with the worst SNR of -19.17 dB, NPSS cannot be detected within 2000 ms compared with minimum 620 ms for 90% percentile at the most challenging case (in-band deployment, MCL=164 dB) in [5]. Also, the DL synchronization cannot be guaranteed even with 7 dB noise figure and 0 dB polarization loss since the SNR of -14.17 dB is lower than required minimum -12.6 dB. Meanwhile, impacts on detection performance due to the enlarged Doppler impacts can also be found by comparing the results among set-2, 3 and results for TN network.
Observation 2: Performance degradation will be experienced in IoT over NTN for different satellite parameters.
Proposal 2: DL synchronization performance should be evaluated with potential enhancement for target scenarios.
1. UL synchronization
Similar to NR-NTN, UEs in IoT-NTN are assumed with GNSS capability [1]. Therefore, GNSS-assist UL pre-compensation methods proposed for NR-NTN should also be considered in IoT-NTN.
In the IoT-NTN WI [1], it is highlighted that simultaneous GNSS and NTN NB-IoT/eMTC operation is not assumed. That is, GNSS receiving may be done when communication module is off. However, let GNSS module always on during the time when communication module sleeps could waste much energy even if the latest GNSS information can be obtained for UL synchronization. Therefore, the scheduling between GNSS and communication modules should be investigated to achieve a tradeoff between power saving and synchronization performance. A possible solution is to trigger GNSS search when UE wakes up and UL transmission begins after GNSS receiving, which is shown in Figure 3. 
[image: ]
[bookmark: _Ref18099]Figure 3 Illustration of GNSS search triggered by wake-up of UE
Proposal 3: Scheduling of GNSS search and data transmission should be investigated to achieve a tradeoff between power saving and synchronization performance.
Meanwhile, the duration for each UL transmission, e.g., PRACH or PUSCH, may be long (e.g. 256 ms, 1 s) especially with large repetition number. In this case, with consideration on the satellite movement (at least), the accumulated error, e.g., TA, will decrease the system performance as shown in Figure 4 if initial pre-compensation value is kept for whole transmission. Therefore, updates on the pre-compensation value of TA and Doppler during the continuous transmission time interval is expected. Moreover, the long repetition transmission can be divided to multiple segments and the TA/Doppler for each segment can be well estimated and pre-compensated.
[image: NB_256] [image: NB_More]
	(a)Pre-compensation per 256 ms     (b) Pre-compensation per 2560 ms
[bookmark: _Ref18242]Figure 4 Illustration on the timing error for NB-IoT with different granularity for pre-compensation
Observation 3: Performance degradation will occurs for the continuous transmission with larger repetition.
Proposal 4: Segmented pre-compensation for long continuous repetition transmission should be considered.
1. RACH enhancement
Although it is assumed that the UEs in NTN have GNSS capability, the frequency and timing offset may cannot be compensated perfectly. Therefore, a UL synchronization procedure is still needed to initiate wireless access. NPRACH preamble is composed by the frequency hopping of a single-tone OFDM symbol. It is desired to evaluate the performance of the NPRACH in NTN and corresponding capacity to UE density.
Comparing with the terrestrial network, the timing offset and frequency offset in NTN are mainly caused by inaccurate UL pre-compensation. Assume the UE has high GNSS accuracy with perfect UL compensation, the remaining condition on the FO is similar as TN. Besides, the NTN and terrestrial network has different channel model, which is even better than the assumption for TN. So, with smaller TO, FO and less multi-path fading, the existing NPRACH preamble can be expected with good performance in NTN scenario.
Observation 4: The NPRACH design can still work for UL synchronization in NTN scenario once the accurate UL pre-compensation is done.
However, as another key issue, the beam in NTN is much larger than the cell in terrestrial network. Since the NPRACH resource is limited, the supported UE density in NTN will be definitely reduced. In [6], the IoT device densities in different scenarios are evaluated. The lowest requirement is 394 devices per kilometers for the sparse rural scenario. Meanwhile, the supported UE density of different NTN scenarios are already estimated in [7] as follows.
Table 3 The supported UE density of different NTN scenario
	
	Coverage (km2)
	Supported UE density 
(single carrier)
	Supported UE density 
(16 carriers)

	GEO
	650000 (hex with r=500km)
	~0.2863 UE/km2
	~4.5803 UE/km2

	
	162500 (hex with r=250km)
	~1.1451 UE/km2
	~18.3212 UE/km2

	LEO
	26000 (hex with r=100km)
	~7.1567 UE/km2
	~114.5 UE/km2

	
	6500 (hex with r=50km)
	~28.63 UE/km2
	~458.03 UE/km2


It can be seen that only with 16 carriers for NPRACH and the smallest beam size, the NTN is able to support the lowest requirement for IoT device density. In all other scenarios, the supported UE density is not enough. So, it’s necessary to introduce the additional enhancement to improve the situation, e.g., by designing new NPRACH format. For example, one simple approach is is to use a sequence to form a symbol group, instead of using all 1 in each single-tone OFDM symbol. An example is as follows.
[image: ]
Figure 5 A new NPRACH format to improve supported UE density
Proposal 5: Study PRACH format to improve UE density.
1. Conclusions
In this contribution, detailed analysis on the synchronization related issues for NTN is conducted with following observations and proposals:
Observation 1: 100 kHz channel raster may not be large enough to avoid ambiguity in DL synchronization of IoT over NTN when multiple cells from different satellites could cover same UE.
Observation 2: Performance degradation will be experienced in IoT over NTN for different satellite parameters.
Observation 3: Performance degradation will occurs for the continuous transmission with larger repetition.
Observation 4: The NPRACH design can still work for UL synchronization in NTN scenario once the accurate UL pre-compensation is done.
Proposal 1: Channel raster should be enhanced in IoT over NTN when multiple cells from different satellites are allowed to cover same area.
Proposal 2: DL synchronization performance should be evaluated with potential enhancement for target scenarios.
Proposal 3: Scheduling of GNSS search and data transmission should be investigated to achieve a tradeoff between power saving and synchronization performance.
Proposal 4: Segmented pre-compensation for long continuous repetition transmission should be considered.
Proposal 5: Study PRACH format to improve UE density.
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[bookmark: _Ref16211]Table 4 Simulation Parameters for initial Cell Search
	settings
	S-band

	Carrier Frequency
	2 GHz

	Subcarrier Spacing
	15kHz

	Channel Model
	NTN-TDL-D

	Antenna Configuration at the
	1T1R for in-band 

	Frequency Offset
	
47.5 kHz + residual frequency offset provided in Table 1

	Timing Offset
	Residual TO provide in Table 1

	UE speed
	0 km/h

	Elevation angle
	90degree, 10 degree

	SNR
	SNR provided in Table 5



[bookmark: _Ref16243][bookmark: _Ref12511]Table 5 Link budget results for different satellite parameters
	
	Set-2
	Set-3
	Set-4

	Frequency reuse factor
	1
	1
	1
	1
	1
	1

	Center elevation (deg)
	90
	18.6262
	90
	28.9366
	90
	52.0881

	Edge elevation (deg)
	85.3085
	10
	77.936
	10
	56.998
	10

	Path length
	601.84
	[bookmark: OLE_LINK4]1933.4
	612.35
	1933.4
	702.92
	1933.4

	EIRP density (dBW/MHz)
	28
	28
	28.3
	28.3
	21.45
	21.45

	Max satellite antenna gain (dBi)
	24
	24
	16.2
	16.2
	11
	11

	Antenna loss at edge (dB)
	3
	3
	3
	3
	3
	3

	Max UE antenna gain (dB)
	0
	0
	0
	0
	0
	0

	UE noise figure (dB)
	9
	9
	9
	9
	9
	9

	UE antenna G/T (dB/K)
NF=9dB
	-36.62
	-36.62
	-36.62
	-36.62
	-36.62
	-36.62

	Free space path loss (dB)
	154.06
	164.20
	154.21
	164.20
	155.41
	164.20

	Atmosphere Loss(clear sky) (dB)
	0.04
	0.20
	0.04
	0.20
	0.04
	0.20

	Ionospheric Scintillation Loss (dB)
	2.20
	2.20
	2.20
	2.20
	2.20
	2.20

	Tropospheric loss (dB)
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Shadowing Margin (dB)
	3.00
	3.00
	3.00
	3.00
	3.00
	3.00

	Additional Loss (dB)
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Polarization loss (dB)
	3.00
	3.00
	3.00
	3.00
	3.00
	3.00

	Total loss (dB)
	159.30
	169.60
	159.45
	169.60
	160.65
	169.60

	CNR (dB)
	-2.32
	-12.62
	-2.17
	-12.32
	-10.22
	-19.17
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