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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: OLE_LINK41][bookmark: OLE_LINK45]eXtended Reality (XR) and Cloud Gaming (CG) are important media applications enabled by 5G. In RAN#86, a new study item on XR evaluations for NR [1] was approved to identify XR applications, corresponding traffic models, KPIs, and evaluation methodologies, and then carry out performance evaluations. Some initial discussions and agreements have been made in RAN1#103-e on many aspects, e.g. applications, KPIs, and evaluation assumptions/methodologies [2]. RAN1 will continue to discuss these aspects and strive to conclude on detailed traffic models in RAN1#104-e where SA4 outcome on traffic model is expected to be available. 
In this contribution, we provide our views on XR applications and discuss traffic models based on SA4 outcomes. 
Applications
In RAN1#103-e [1], the following agreement on XR applications was achieved:
	Agreement:
XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, (XR conference FFS), CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing


RAN1 has confirmed that diverse applications of VR1/2, AR1/2, and CG are of interest for study. However, corresponding traffic models, KPIs, and evaluation methodologies are not yet clear. RAN1 should focus on the five agreed applications (VR1/VR2/AR1/AR2/CG) and identify their corresponding traffic models, KPIs, and evaluation methodologies. Prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable. Considering the limited time and heavy workload, the five agreed applications (VR1/VR2/AR1/AR2/CG) should be studied with higher priority. Other applications, if necessary, can be first identified and studied in SA4, and then confirmed and evaluated in RAN1 if SA4 sends LS to RAN1 for further evaluation. In terms of XR conferencing, as discussed in clause 6.2.8 in TR 26.928 [3], it shares the same architecture with XR conversational and thus can be categorized into AR2: “XR Conversational”. So there is no need to study XR conferencing separately.
[bookmark: _Ref61799475][bookmark: _Ref53564227]Proposal 1: Due to limited time and heavy workload, RAN1 study focuses on the 5 applications in current SID, i.e., VR1/2, AR1/2, and CG. Other applications should be first identified and studied in SA4, and SA4 can send LS to RAN1 for further evaluation if necessary.

Traffic models 
In RAN1#103-e [1], the following agreement on traffic model was achieved:
	Agreement:
Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so that the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  


In this section, we provide our views on the traffic models for XR and CG based on SA4 outcomes.
Discussion on SA4 outcomes on traffic model
SA4 will probably send an LS to RAN1 as in S4aV200633 [4]. According to the LS and the attachments in the LS [5], [6], SA4 provides P-Trace to RAN1 for performance evaluation, which is shown in Figure 1. P-Trace/S-Trace/V-Trace is in the form of a csv file, in which the information of a sequence of packets/slices/frames are provided. Given a video source, V-Trace can be generated. And under a specific content encoding/delivery configuration, S-Trace/P-Trace can be further generated from a V-Trace. SA4 expects RAN1 to provide the P’-Trace after RAN simulation, and SA4 will further evaluate the video quality by recovering the S’-Trace/V’-Trace.
[image: ]
[bookmark: _Ref61797027]Figure 1. Figure 1 in S4aV200632 [5]: Basic overview for XR Traffic Simulation Model
However, so far, it is not very clear for RAN1 how to utilize this P-Trace based traffic model. For example, RAN1 usually needs to do randomization over traffic to get an average performance. Assume 1000 drops are considered for traffic randomization, it seems RAN1 needs to consider 1000 different P-Trace as input and generate 1000 P’-Trace and provide them to SA4, which seems to be very heavy/frequent interaction between RAN1 and SA4 or even impractical. It is also unclear for RAN1 how to evaluate the capacity based on P-Trace. Therefore, more study on P-Trace is needed in RAN1.
As shown in the RAN1#103-e agreement above, RAN1 agreed that “statistical model is preferred”. Statistical model is widely used in RAN1 evaluations, and has the benefits of easy for simulation, easy to do randomization over traffic, easy to understand the physical meaning, etc. With statistical model, the evaluation workload can be reasonable and RAN1 can easily evaluate the performance (e.g. capacity, power consumption, etc.) of XR and CG applications, e.g. calculate the percentage of satisfied users across multiple drops of simulations. Note that the statistical model can be developed based on SA4 outcomes. For example, the parameters of the statistical model can be obtained based on P-Trace.
In summary, regarding the traffic model, it is proposed that RAN1 first study statistical modeling, which can be developed based on SA4 outcomes. RAN1 can do more study on the P-Trace provided by SA4 to see whether it is applicable in RAN1 evaluations.
[bookmark: _Ref61799486][bookmark: _Ref61605332][bookmark: _GoBack]Proposal 2: For the traffic model of XR and CG,
· Statistical model is adopted, and the statistical model can be developed based on SA4 outcomes. 
· RAN1 continues to discuss whether P-Trace based traffic model is applicable in RAN1 evaluations or not.
Proposed traffic model
According to SA4 study in [7], the tiled stream approach can be used for VR1: “Viewport dependent streaming” (An example is VR 360° streaming). It allows emphasizing the current user viewport through transmitting non-viewport samples with decreased resolution, i.e. selecting the tiles from the viewport at a high-resolution version and the tiles that do not belong to the viewport or an omnidirectional video at a lower resolution. This is also agreed in S4aV200632 [5], the related descriptions are copied below:
	(Copied from S4aV200632 [5])
…
6  VR1: “Viewport dependent streaming”
…
0. Output traffic characteristics
· Data rate range:
· per tiled streaming: 0.71~1.43 Mbps
· FoV Area Streaming: (0.71~1.43)*18 Mbps
· low-resolution 4K omnidirectional streaming: 6-8Mbps


In summary, the FoV stream and non-FoV stream may have different periodicity, data rate, packet size, and QoS requirement, etc. For other XR applications, there can also be multiple data streams with different traffic characteristics and QoS requirements. For example, 
· Video stream and audio stream: Video can be generated at different frame rate, e.g. 60, 90 or 120 FPS, but a packet for audio is generated every 20ms. The delay requirements for video and audio can also be different, e.g. “motion-to-photon latency in the range of 7ms to 15ms” and “motion-to-sound delay of [< 20ms]”, as shown in TS 22.261 clause 7.6.1 [11]. 
· I-frame and P-frame: Different frame types may be of different importance, e.g. I-frame and P-frame. Furthermore, frames of the same type can also have different importance. For example, as defined in S4aV200631 [6], for each packet in the delivery, the information of P-Trace is provided Table 1. A “type” field and an “importance” field are included in the P-Trace, which are assigned the associated frame type (e.g. intra or inter) and relative importance information of the corresponding frame, respectively.
[bookmark: _Ref61798241]Table 1. Information in P-Trace
	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right
In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 
0 unknown
For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice


In summary, as shown in Figure 2, for a given XR or CG application, there can be multiple data streams with different traffic characteristics and QoS requirements in DL/UL.
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[bookmark: _Ref61798646]Figure 2. Multiple data streams with different traffic characteristics and QoS requirements in DL/UL for XR and CG applications
[bookmark: _Ref61799352]Observation 1: For a given XR or CG application, there can be multiple data streams with different traffic characteristics and QoS requirements in DL/UL.
To accurately model the traffic for XR and CG applications, it is necessary to consider the fact that there are multiple data streams in each transmission direction (UL or DL). And as agreed in RAN1#103-e that “It is preferred traffic model for both UL and DL have a certain degree of variability so that the total number of traffic models can be reduced”, a general model for all the five applications are preferred. The differences among each application could be the detailed values, which can be further discussed and figured out based on SA4’s outcomes. Therefore, we propose the following general model for all five applications.
[bookmark: _Ref61605334]Proposal 3: The following general traffic model is considered for the XR and CG:
· #M data streams for DL and #N data streams for UL, where each data stream has separate
· Packet size distribution
· Packet arrival interval
· QoS requirement
· FFS: the value of #M and #N for each XR and CG application
· FFS: packet size distribution, packet arrival interval, and QoS requirement for each data stream.

Traffic characteristics for VR and CG
In this section, we discuss the traffic characteristics for VR and CG based on SA4 outcomes.
Bitrate
Taking VR video as an example, the bitrate depends on multiple aspects, e.g., spatial resolution, frame rate, color encoding, and compression ratio of the video codec. According to the study in SA4 [3], the typical parameters and assumptions for VR video signal are as follows
· Spatial resolution:2k by 2k per eye (4K for two eyes)
· Frame rate: 60 frame per second (FPS)
· Color encoding: YUV 4:2:0
· Video codec: H.265/HEVC
[bookmark: OLE_LINK57][bookmark: OLE_LINK58]With the above parameters and assuming the bit-depth of 8 bits (i.e., the average bits per pixel is 12 with YUV 4:2:0) and the compression ratio of H.265/HEVC being 100:1, the average bitrate of a 4K VR video would be about 60 Mbps. The detailed assumptions of the 4K VR video model are shown in Table 2.
[bookmark: _Ref53558999][bookmark: _Ref53558995]Table 2. Assumptions of a 4K VR video
	4K VR video model

	Resolution
	3840*2160
	Pixels

	Frame rate
	60
	FPS

	Color encoding
	YUV 4:2:0
	---

	Average bits per pixel
	12
	Bits

	Compression ratio 
	100:1
	---

	Average bitrate
	60
	Mbps


For CG, the downlink traffic typically consists of a rendered and encoded video and game status/control information. According to the analysis in Clause 5.5 and Annex A of TR 26.925 [8], bitrates of CG in the range of 5-35 Mbps are expected. For performance evaluation, bitrate of 35Mbps can be assumed for CG.
[bookmark: _Ref53563950]Observation 2: For 4K VR video at 60fps, the bitrate would be about 60 Mbps. For CG, the bitrate would be about 35Mbps.
Frame size distribution
[bookmark: OLE_LINK53]For video traffic, sizes of video frames are dependent on the media configuration parameters, which may vary with time. In general, the truncated Gaussian distribution and Pareto distribution are two candidates of the typical distributions to model the frame size distribution of video traffic.
SA4 provided V-Trace for some videos, e.g., see ref. [9] and [10] for video traces for left eye and right eye, respectively. The CDF of the video frame size in ref. [9] and [10] is illustrated in Figure 3. It can be observed that the frame size distribution of the VR video follows approximately the truncated Gaussian distribution. 
  [image: ]
[bookmark: _Ref52128317]Figure 3. CDF of VR video frame size
[bookmark: _Ref60739908]Observation 3: For VR video traffic, the frame size follows approximately the truncated Gaussian distribution according to the V-Trace provided by SA4.
[bookmark: _Ref61620821]Proposal 4: For XR and CG performance evaluation, the frame size is modelled as truncated Gaussian distribution. FFS: mean and variance.
Frame arrival interval
Generally, for a typical video, the frames arrive periodically every 1/FPS seconds, where FPS is the frame rate in frame per second. This is also the case in VR video trace in [9] and [10]. Considering the jitter caused by different encoding delays and core network transmission delays, the frame arrival interval may not be exactly periodic, but quasi-periodic. For XR performance evaluation, periodic with frame arrival interval 1/FPS seconds can be assumed as a starting point. 
[bookmark: _Ref60739955]Proposal 5: For XR and CG performance evaluation, periodic traffic with frame arrival interval 1/FPS seconds is considered as a starting point.
Delay requirement
[bookmark: OLE_LINK39]Generally, different applications and use cases have different delay requirements. According to TR 26.928 [3], four categories are considered with respect to roundtrip interaction delay:  
· Ultra-Low-Latency applications: roundtrip interaction delay threshold of at most 50ms latency.
· Low-Latency applications: roundtrip interaction delay threshold of at most 100ms latency.
· Moderate latency applications: roundtrip interaction delay threshold of at most 200ms latency.
· Non- critical latency applications: roundtrip interaction delay threshold higher than 200ms latency.
[bookmark: _Ref53563955][bookmark: _Ref53654542]Observation 4: Different XR and CG applications have different roundtrip interaction delay requirements.
[bookmark: _Ref53563959]For a given application, the roundtrip interaction delay requirement is a delay tolerance threshold. If the actual roundtrip interaction delay is within the threshold, the user experience is acceptable. However, the actual roundtrip interaction delay may have different impacts on the user experience. For example, in low-latency applications, a roundtrip interaction delay of 100ms may be acceptable (note that it’s not easy to find such a fixed requirement that can be treated as ‘acceptable’). While a roundtrip interaction delay of 50ms can provide a much better user experience. Usually, the smaller the roundtrip interaction delay, the better the user experience. 
[bookmark: _Ref53654547]Observation 5: For a given XR or CG application, different roundtrip interaction delays can result in different user experiences.
[bookmark: OLE_LINK81]As shown in Figure 4, the roundtrip interaction delay can be further divided into three parts: the time of cloud processing at the server side, network transmission delay, and the time of video frames decoding and display at the device side. The processing time at the cloud side and the device side depends on the capabilities of the cloud and the device, which may vary from cloud/device to cloud/device. Therefore, the delay budget left for network transmission is uncertain. For example, if the roundtrip interaction delay requirement is 100ms and the total processing time at both the cloud side and the device side is 40ms, then the roundtrip delay left for network transmission is 60ms. If the total processing time at the cloud side and the device side is 50ms, then the roundtrip delay left for network transmission is 50ms.
[image: ]
[bookmark: _Ref52127921][bookmark: _Ref52127916]Figure 4. Delay requirement for XR and CG
[bookmark: _Ref52269349]Observation 6: For a given roundtrip interaction delay requirement for XR and CG applications, the delay budget left for network transmission depends on the processing delay at the cloud and the device, which is uncertain.
Packet modelling for RAN evaluation
From network transmission perspective, each video frame is segmented into one or multiple IP packets, and transmitted from the server to the gNB. The size of the IP packets is limited by a maximum MTU (Maximum Transfer Unit) size, e.g. 1500 Bytes. At the gNB, each received packet is packaged into a SDAP/PDCP packet in the SDAP/PDCP layer. The SDAP/PDCP packets are further multiplexed into transport blocks (TBs) with or without segmentation in RLC/MAC layer, which are then delivered to physical layer for transmission. One TB can include payload from multiple IP packets. One IP packet can also be transmitted over one or multiple TBs. 
In general, a video frame can be decoded correctly only if all its associated IP packets have been correctly received. For XR and CG applications, the requirement is actually imposed in terms of a video frame, rather than in terms of a single IP packet. To simplify RAN evaluation, it is proposed that frame segmentation is not considered, which means no MTU (packet size) restriction is considered for network transmission. Thus, one video frame results in one packet during simulation. The packet size and packet arrival interval are the same as the frame size and frame arrival interval. Note that each packet might be further segmented into one or multiple TBs for transmission in physical layer. The number of the TBs and the size of each TB are up to radio resource, scheduling, etc.
[bookmark: _Ref60739956]Proposal 6: For XR/CG performance evaluation, frame segmentation is not considered for simplicity, i.e., one video frame is modelled as one packet during simulation.
· Note: Each packet might be further segmented into one or multiple TBs for transmission in physical layer. The number of TBs and the size of each TB are up to radio resource, scheduling, etc.
Conclusions
In this contribution, XR applications and traffic models are discussed with the following observations and proposals:
Observation 1: For a given XR or CG application, there can be multiple data streams with different traffic characteristics and QoS requirements in DL/UL.
Observation 2: For 4K VR video at 60fps, the bitrate would be about 60 Mbps. For CG, the bitrate would be about 35Mbps.
Observation 3: For VR video traffic, the frame size follows approximately the truncated Gaussian distribution according to the V-Trace provided by SA4.
Observation 4: Different XR and CG applications have different roundtrip interaction delay requirements.
Observation 5: For a given XR or CG application, different roundtrip interaction delays can result in different user experiences.
Observation 6: For a given roundtrip interaction delay requirement for XR and CG applications, the delay budget left for network transmission depends on the processing delay at the cloud and the device, which is uncertain.
Proposal 1: Due to limited time and heavy workload, RAN1 study focuses on the 5 applications in current SID, i.e., VR1/2, AR1/2, and CG. Other applications should be first identified and studied in SA4, and SA4 can send LS to RAN1 for further evaluation if necessary.
Proposal 2: For the traffic model of XR and CG,
· Statistical model is adopted, and the statistical model can be developed based on SA4 outcomes. 
· RAN1 continues to discuss whether P-Trace based traffic model is applicable in RAN1 evaluations or not.
Proposal 3: The following general traffic model is considered for the XR and CG:
· #M data streams for DL and #N data streams for UL, where each data stream has separate
· Packet size distribution
· Packet arrival interval
· QoS requirement
· FFS: the value of #M and #N for each XR and CG application
· FFS: packet size distribution, packet arrival interval, and QoS requirement for each data stream.
Proposal 4: For XR and CG performance evaluation, the frame size is modelled as truncated Gaussian distribution. FFS: mean and variance.
Proposal 5: For XR and CG performance evaluation, periodic traffic with frame arrival interval 1/FPS seconds is considered as a starting point.
Proposal 6: For XR/CG performance evaluation, frame segmentation is not considered for simplicity, i.e., one video frame is modelled as one packet during simulation.
· Note: Each packet might be further segmented into one or multiple TBs for transmission in physical layer. The number of TBs and the size of each TB are up to radio resource, scheduling, etc.
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