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1. Introduction
[bookmark: _Hlk54788766]The document provides a summary for the email discussion thread [103-e-NR-7.1CRs-08] Discussions on PUSCH skipping (Rel-16). Note that the deadline for the discussion for the email thread and the corresponding TP is set to be 10/29 and 11/5. Please provide the comments by 10/28 UTC 12:59 pm.
[103-e-NR-7.1CRs-08] Discussions on PUSCH skipping (Rel-16) – vivo
· Discussion and decision by 10/29, TPs by 11/5

2. Email discussion outcomes (1st round and 2nd round)
Agreement
The text proposal in R1-2008655 is endorsed for TS38.214 as revision of R1-2007337. Endorsed in R1-2009687 (TS38.214, Rel-16, CR#0123, Cat. F). Add the following in the CR cover sheet.
· This CR is expected to submit to RAN plenary for approval together with the corresponding endorsed RAN2 CR.
· Other specs affected: TS 38.321

Agreement:
For the case (Case 1-2) where only one or more CG PUSCHs overlapping with PUCCH
· In Rel.16, for CA and non-CA case, when Rel-16 LCH based prioritization is not configured and there is a single PHY priority for  UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is no DG PUSCH overlapping with the UCI and there is no DG PUSCH overlapping with the one or more CG PUSCHs, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped.  MAC generates MAC PDU for the CG PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the CG PUSCH. 
 
Conclusion
For the following cases, for CA and non-CA, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, MAC generates MAC PDU for the DG PUSCH and the UCI is multiplexed on the DG PUSCH. For the case 1-3 and 1-4, MAC does not generate a TB for the CG PUSCH(s) overlapping with the DG PUSCH on the same serving cell.  The GG PUSCH(s) is discarded and does not participate in subsequent physical layer procedure.
· (Case 1-3) DG PUSCH and CG PUSCH are overlapping and both DG/CG PUSCH are overlapping with PUCCH
· (Case 1-4) DG PUSCH and CG PUSCH are overlapping and DG PUSCH is overlapping with PUCCH, and CG PUSCH is non-overlapping with the PUCCH
· (Case 1-5) DG PUSCH and CG PUSCH are non-overlapping and both DG/CG PUSCH are overlapping with PUCCH

Working Assumption:
For the case (Case 1-6) when DG PUSCH and CG PUSCH are overlapping on a serving cell and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH
· In Rel.16, for non-CA case, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is DG PUSCH overlapping with the CG PUSCHs on a serving cell and not overlapping with the UCI
· Opt-3:
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is transmitted on PUCCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH
· UCI is transmitted on PUCCH.
· Opt-4: 
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is dropped together with CG PUSCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH.
· UCI is dropped together with CG PUSCH.
Note: In RAN1#104-e, aim to resolve case 1-6 using above options as a starting point, other options are not precluded.
Agreement
Send an LS to RAN2 to convey the above RAN1 agreement, conclusion, and working assumption on PUSCH skipping (Rel-16). The LS is endorsed in R1-2009772.


Discussions on CG PUSCH overlapping with UCI
In RAN1 #102-e meeting, there were some discussions on CG PUSCH overlapping with PUCCH. Following options were proposed for CG PUSCH when there is PUCCH carrying UCI overlapping with a set of CG PUSCHs for non-CA and CA case. However, there was no conclusion on it.
In this meeting, CG PUSCH overlapping with UCI are discussed in 4 tdocs provided in [1][2][3][5]. 
Round #1 discussion:
PUSCH skipping with UCI for configured grant in Rel-15
Before we discuss whether and how to address the case of CG PUSCH overlapping with UCI for Rel-16, it is better to clarify the understandings on the CG PUSCH overlapping with UCI for Rel-15.
In Rel-15, a UE can indicate whether it supports more than one configured grant configurations (including both Type 1 and Type 2) in a cell group by “multipleConfiguredGrants” as in 38.306. For each cell, the UE supports at most one configured grant per BWP and the maximum number of configured grant configurations per cell group is 2. 
According to current specification, for configured grant, it is conditionally mandatory feature that a UL configured grant PUSCH will be skipped if no data to transmit. As result, when a CG PUSCH overlapping with a PUCCH carrying UCI, the UCI would be multiplexed on the CG PUSCH if there are data to transmit on the PUSCH. Otherwise, the UCI would be transmitted on the PUCCH and the CG PUSCH would be skipped. In such case, gNB needs to perform blind detection for both CG PUSCH transmission and PUCCH transmission. 
Based on the behaviour defined in Rel.15 for CG PUSCH overlapping with UCI, when there is single CG PUSCH overlapping with UCI, the complexity of blind detection for UCI on CG PUSCH or PUCCH may not be an issue for gNB.
When there are more than one CG PUSCH overlapping with UCI with N<=2 CG configurations per cell group, e.g. as shown in the following figures, it needs to further clarify by companies whether the complexity of blind detection on which UCI would be multiplexed is acceptable for gNB. 


Figure 1: multiple CG PUSCHs of single CG configuration on single CC overlapping with UCI 



Figure 2: multiple CG PUSCHs of multiple CG configurations on multiple CCs overlapping with UCI 

In Rel.15, when a CG PUSCH overlapping with a PUCCH carrying UCI, the UCI would be multiplexed on the CG PUSCH if there are data to transmit on the PUSCH. Otherwise, the UCI would be transmitted on the PUCCH and the CG PUSCH would be skipped. 
· Q-1: When there are more than one CG PUSCH overlapping with UCI with N<=2 CG configurations per cell group, whether the complexity of blind detection on which UCI would be multiplexed is acceptable for gNB for the following cases?
· Case 1: multiple CG PUSCHs of single CG configuration on single CC overlapping with UCI
· Case 2: multiple CG PUSCHs of multiple CG configurations on multiple CCs overlapping with UCI

Please provide your comments on Q-1.
	Company
	Comment

	NTT DOCOMO
	Blind decoding itself might not be OK, but it can be avoided. In Rel-15, active CGs would be single, and/or each CG will have not so short periodicity. gNB can avoid PUCCH overlap. Alternatively, gNB can schedule DG. So this situation is not issue at least in Rel-15.

	QC
	gNB vendors should be more suitable to answer this question. But regardless of whether the # blind detection is acceptable to gNB or not, we can not change Rel-15 spec at this point. 

	ZTE
	In Rel-15, the minimum CG periodicity is two-symbol. It means, for single carrier case or CA with the same SCS for CC#0 and CC#1 for Case 1, maximum 7 CG PUSCH could overlap the PUCCH with UCI. There could be more overlapped CG PUSCH if the SCS of CC#0 is smaller than that of CC#1. Thus, the overall hypotheses required for gNB blind detection could be very large in Case 1. Case 2 would be even worse than Case 1 since multiple CG configurations are assumed. 
Thus, the complexity of blind detection on which UCI would be multiplexed is high for both two cases. 

	Apple
	We would like to clarify on the scope of the discussion first. Do we intend to also discuss it for Rel-15 or we are focusing on Rel-16 only?

	Intel
	It is also unclear to us why we need to discuss blind decoding complexity for Rel-15 CG-PUSCH. 

	CATT
	“In Rel.15, when a CG PUSCH overlapping with a PUCCH carrying UCI, the UCI would be multiplexed on the CG PUSCH if there are data to transmit on the PUSCH. Otherwise, the UCI would be transmitted on the PUCCH and the CG PUSCH would be skipped.”
The above statements may not always be true in our understandings. Assuming a PUCCH carrying UCI overlaps with a CG PUSCH where PUCCH starts earlier, at the time point when UE needs to determine whether to prepare PUCCH, UE may not know whether there is data to be transmitted on CG PUSCH or not. It is possible that UE determines to multiplex UCI in CG PUSCH so that UE does not prepare the PUCCH but there is no data to be transmitted on CG PUSCH leading to UCI dropping.

	Samsung
	Not sure the intention of this question. It should not to change Rel-15 behaviour if the intention is to check whether or not Rel-15 UE behaviour is changed. We understand that UCI should be transmitted on the PUCCH if overlapping CG PUSCH is skipped in Rel-15.
Regarding Rel-15 specification, there is only one sentence related to UL skipping for CG PUSCH. 
“The UE shall not transmit anything on the resources configured by configuredGrantConfig if the higher layers did not deliver a transport block to transmit on the resources allocated for uplink transmission without grant.” 
So, we are not sure whether CATT’s understanding is correctly or not considering multiplexing timeline. 

	vivo
	For case 1, considering the periodicity for CG can be as short as two symbols, there can be 7 CG PUSCHs overlap with the 14-symbol long PUCCH as an extreme case, the blind detection would be 8 times and may not be acceptable for gNB. For case 2, the blind detection at gNB side is around doubled compared to case 1 and may not be acceptable for gNB. 
But for Rel-15, if the typical case for CG operation within a cell group is one CG with the periodicity ≥ 1 slot, the BD may be acceptable at the gNB side. 

	Moderator
	The motivation for Q-1 is to clarify the understanding on whether there is issue for the case of CG PUSCH with UCI in Rel.15. We don’t intend to discuss how to solve the issue and change the Rel-15 spec even though the issue may exist for Rel.15 case, as it is out of the scope of discussion. However, when we discuss the handling of CG PUSCH with UCI in Rel.16, it should be noted that there is the same case as Rel.15 for CG of Rel.16, which needs to be taken into account.
According to the input from companies, my suggestion is to focus on how to address the CG PUSCH skipping with UCI in Rel.16, considering all the cases for CG PUSCH with UCI inherited from Rel.15 and introduced in Rel.16.

	Huawei, HiSilicon
	Indeed, we do not see the necessity to discuss the “gNB capability” for blind decoding which highly depends on implementation, neither to find why we need to revisit the design of Rel-15. We have agreed the overlapping case for DG is not handled in Rel-15, so the same conclusion should be also applied to CG.

	Ericsson
	From gNB implementation perspective, we would prefer same behavior for CG in Rel-15 as in Rel-16: resolve the multiplexing priority first and always transmit the winning PUSCH with UCI. But we respect RAN1 decision if we are the only company wish for that change in Rel-15.

	CATT
	To respond to Samsung’s comment, we would like to elaborate the issue we mentioned above.
As shown in the figure below, the multiplexing timeline is satisfied. At the time point when UE needs to determine whether to prepare PUCCH, UE may not know whether there is data to be transmitted on CG PUSCH. UE cannot wait until the deadline when MAC may deliver a MAC PDU for the CG PUSCH. If UE decides to prepare PUCCH and transmit A/N on the PUCCH, a MAC PDU for CG PUSCH may be delivered from MAC later. Our understanding is that UE will not cancel the PUCCH preparation/transmission in Rel-15 so that only PUCCH is transmitted. Then “In Rel.15, when a CG PUSCH overlapping with a PUCCH carrying UCI, the UCI would be multiplexed on the CG PUSCH if there are data to transmit on the PUSCH.” is not true in this case. Otherwise if UE does not prepare PUCCH and wait to see whether there is any PDU for CG PUSCH, it is possible that nothing is transmitted. Then “Otherwise, the UCI would be transmitted on the PUCCH and the CG PUSCH would be skipped.” is not true in this case. We would like to hear companies’ views.



	Nokia
	First: The UE capability skipUplinkTxDynamic is generic, and if the UE is supporting skipUplinkTxDynamic and CG-PUSCH, then it would also need to support UL Tx Skipping with both CG-PUSCH and DG-PUSCH.
Second: The skipUplinkDynamic configuration is a cell-group level configuration, and cannot be applied separately to CG-PUSCH and DG-PUSCH, i.e. if the gNB wants to use it with CG-PUSCH, then it has to configure the feature on for DG-PUSCH as well.
Given this, and the fact that we don’t really see the skipUplinkDynamic with DG-PUSCH as something that we can configure to a Rel-15 UE, then we cannot configure that to CG-PUSCH in Rel-15 either, and thus it is pointless to debate over what is the expected Rel-15 behaviour when the feature cannot be activated.



Summary of discussion:
Although there may be different understandings on how severe the issue is for Rel.15 CG PUSCH with UCI, change of the Rel.15 spec and behaviour are not intended. Given that the email discussion is for Rel.16, let’s focus on finalizing the behaviour for CG in Rel.16.

PUSCH skipping with UCI for configured grant in Rel-16
In Rel-16, UE can indicate whether it supports up to 12 configured/active configured grant configurations in a BWP of a serving cell by “activeConfiguredGrant-r16” as in 38.306. In Rel-16, for non-CA or CA case, up to 12 CGs per serving cell and up to 32 CGs cross serving cells with one cell group is supported. 
Following options were proposed for CG PUSCH in RAN1 #102-e meeting
· [bookmark: _Hlk54874629]How to handle the issue for CG PUSCH when there is PUCCH carrying UCI overlapping with a set of CG PUSCHs, for non-CA and CA case?
· Option 1: (similar solution as DG PUSCH with skipping)
· the UE first determines which PUSCH from the set of PUSCHs would carry the UCI, PUSCH_0
· the PUSCH with UCI multiplexing cannot be skipped and MAC generates MAC PDU for the PUSCH_0, and UCI is multiplexed on PUSCH_0
· Option 2: 
· the UE determines which PUSCH/PUCCH would carry the UCI based on MAC PDU generation:
· If MAC generates data for all or a subset of PUSCHs from the set, UCI will be multiplexed on one of the PUSCH(s) with data based on the existing multiplexing rules.
· If MAC generates data for none of the PUSCHs, none of the PUSCHs in the set will be transmitted and UCI will be transmitted in the PUCCH.
· Option 3: 
· the UE first determines which PUSCH from the set of PUSCHs would carry the UCI, PUSCH_0
· If MAC generates data for all PUSCHs, all PUSCH will be transmitted and UCI is multiplexed in PUSCH_0 
· If MAC generates data only for a subset of the PUSCHs, that subset will be transmitted, and UCI will be multiplexed in PUSCH_0. MAC always generates a PDU for PUSCH_0, whether it is with padding or not.
· If MAC generates data for none of the PUSCHs, none of the PUSCHs will be transmitted and UCI will be transmitted in the PUCCH
Regarding the options proposed in the last meeting, from gNB’s perspective, option 2/3 would require more blind decoding hypotheses in some cases, such that the complexity for gNB would be increased, especially when there are multiple CG PUSCHs overlapping with UCI. From UE’s perspective, adopting Option 1 for CG would allow unified UE implementation for CG and DG.
In Rel.16, when there is single CG PUSCH overlapping with UCI, i.e. exactly the same as the case in Rel.15, the complexity of blind detection for UCI on CG PUSCH or PUCCH may not be an issue for gNB. In Rel.16, when there are multiple CG PUSCHs overlapping with UCI, which PUSCH the UCI will be multiplexed on could be quite challenging for detection at gNB side since a CG PUSCH may or may not be transmitted depending on whether there are data to transmit.
If Rel-15 BD for UCI on CG PUSCH is not acceptable for gNB, how to solve the issue in Rel-16 with taking into account at most 32 CGs can be configured per cell group needs to be determined. If Rel-15 BD for UCI on CG PUSCH is acceptable for gNB, it is also necessary to discuss how to handle the issue for BD for CG PUSCH with UCI in Rel.16.
Assuming the number of CG PUSCHs overlapping with UCI is M. Based on the options above, we can consider the following UE behaviours in case of more than one CG PUSCHs overlapping with UCI. 
· When there are M CG PUSCHs overlapping with UCI (1<M<=2)
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH
· When there are M CG PUSCHs overlapping with UCI (M>2)
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH 

· Q2-1: In Rel.16, when there are more than one, M CG PUSCH overlapping with UCI (e.g. 1<M<=2), what is the UE behaviour?
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH
Please provide your comments on Q2-1.
	Company
	Comment

	NTT DOCOMO
	Option 1. Motivation to update behaviour in Rel-16 would be clear based on the above kind explanation. Regarding Q2-1/Q2-2, we think same behaviour is preferable. From both gNB and UE perspectives, we are not sure whether M-dependent rule is better. RAN1 decided that option 1 is supported for DG. The same rule can be supported for CG as well.

	QC
	We prefer a unified solution for CG-PDSCH and DG-PUSCH so option 1 is the way to go. 

	Spreadtrum
	Option 1
We definitely support same operation for DG and CG PUSCH. From our understanding, there is no difference of PUSCH skipping for CG/DG PUSCH.

	ZTE
	Option 1. It would be more complicate for gNB if the solution is M dependent. We prefer a unified solution for all cases for CG and DG. 

	Apple
	Option 1.
In addition to reduced blind decode at the gNB, we think unified behavior (for DG and CG, for different values of M) is preferable for both gNB and UE. Due to this reason, we think we should also discuss the case of M=1 together with Q2-1/Q2-2.
For M=1, it was mentioned that the blind decode effort at the gNB should be acceptable, which we tend to agree. However, for DG PUSCH with non-CA case, the blind decode effort is also manageable at the gNB, but we agreed to adopt a unified behavior for CA and non-CA case. Same consideration should also be given here.
Another consideration factor is that in Rel-15, we already have a behavior defined for the case of M=1. However, this is also true for M=2 as explained by the moderator. There is no reason these two cases should be treated differently. We also do not see a backward compatibility issue if we adopt Option 1 for all cases, because Rel-15 network would still be able to handle the new UE behavior according to Option 1.

	Intel
	Option 1. We share similar view as other companies that a single solution should be applied for both CG-PUSCH and DG-PUSCH. 

	CATT
	Option 1 to have a unified solution for both CG and DG PUSCH. In addition, option 2 may not work for the case we mentioned in comments on Q-1.

	Samsung
	Option 1. No prefer to have different options depending on value of M that makes system more complex. 

	vivo
	Option 1. Unified behavior is preferred for both DG and CG. 

	Moderator
	According to Apple’s comment, we need to also consider the case of M=1. So the Q2-1 is updated as below. Please provide the comments if any on the updated Q2-1.
· Updated Q2-1: In Rel.16, when there are more than one, M CG PUSCH overlapping with UCI (e.g. 1<=M<=2), what is the UE behaviour?
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH

	Huawei, HiSilicon
	Option 1.
The dependency on the M to determine the multiplexing rule seems less convinced. In the actual network scheduling, the CG periodicities are configured for dedicated services and the number of overlapping PUSCH could be changed variously. Considering the potential overlapping with DG, the case would become more complicated. So it is preferable to have a unified design between CG and DG, and also have nothing to do with the number of overlapping PUSCH.

	Ericsson
	Option 1.

	CATT
	We think there is no need to differentiate M<=2 and M>2. But if we do, we think the following update is needed.
· Updated Q2-1: In Rel.16, when there are more than one, M CG PUSCH overlapping with UCI (e.g. 1<=M<=2), what is the UE behaviour?
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH

	Nokia
	Option 1



· Q2-2: In Rel.16, when there are more than one, M CG PUSCH overlapping with UCI (e.g. M>2), what is the UE behaviour?
· Option 1: the CG PUSCH with UCI multiplexing from the set cannot be skipped and UCI is multiplexed on the PUSCH
· Option 2: the CG PUSCH overlapping with UCI can be skipped if there is no data and UCI is transmitted in PUCCH
Please provide your comments on Q2-2.
	Company
	Comment

	NTT DOCOMO
	Option 1. Same comment on Q2-1.

	QC
	We prefer a unified solution for CG-PDSCH and DG-PUSCH so option 1 is the way to go. 
By the way, we don’t see the need to create two cases (M<=2 and M>2) for this discussion, because a unified solution is preferred. 

	Spreadtrum
	Option 1

	ZTE
	Option 1

	Apple
	Option 1. Same comments as for Q2-1.

	Intel
	Option 1

	CATT
	Option 1. Same comments as for Q2-1.

	Samsung
	Option 1. No prefer to have different options depending on value of M that makes system more complex. 

	vivo
	Option 1. Unified behavior is preferred for both DG and CG. 

	Huawei, HiSilicon
	Option 1. Same comments as for Q2-1.

	Ericsson
	Option 1

	Nokia
	Option 1



Summary of discussion:
Based on the input, all companies are supportive of option 1 which leads to unified behaviour for DG and CG. Besides, for CG PUSCH with UCI, the unified behaviours for M>2 and M<=2 cases are preferred by many companies, i.e. without dependency on M. So, the proposal for CG PUSCH with UCI for Rel.16 is updated as proposal 2.
From moderator’s understanding, the proposal has no RAN1 spec impact but RAN2 spec change is needed. Considering that RAN2 meeting starts from next week, it would be helpful to send an LS to RAN2 as soon as possible so that RAN2 can make the spec change during the coming meeting. 
Therefore the following is proposed 
Proposal 2: In Rel.16, in case of one or more CG PUSCHs overlapping with UCI, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped and MAC generates MAC PDU for the CG PUSCH and the UCI is multiplexed on the CG PUSCH.
· Send a LS to RAN2 to inform the agreement in RAN1.
Please provide your comments on proposal 2.
	Company
	Comment

	Ericsson
	OK to send LS.

	Nokia
	OK to send the LS

	Apple
	In light of the intense email discussion in eURLLC [103-e-NR-L1enh-URLLC-07] that is ongoing now, we think we should further consider how two-level PHY priority would impact the proposal here. In the UL skipping discussion until now, we haven’t really considered the two-level PHY priority, and the previous agreement for DG only considered a single priority. The immediate suggestion would be to add “When there is only a single PHY priority for UL transmissions,”. The two PHY priority case would require more discussion.

	Spreadtrum
	Agree with Apple. Only one PHY priority of UCI on PUCCH and PUSCH is discussed in UL skipping here. Two priorities can be handled in eURLLC.

	CATT
	Agree with Apple.

	Huawei, HiSilicon
	Ok with the proposal and fine to send a LS.
For the levels of priority clarification by apple, we think the proposal is naturally restricted to the same priority for CG PUSCH and PUCCH, because the dropping rules are applied for the transmissions with different levels of priority rather than UCI multiplexing. This is already specified in 38.213 and we do not need to re-claim it in the proposal. Similar understanding for DG agreement as well.

	Samsung
	Agree in principle. One clarification on “one or more CG PUSCH”. If there are multiple CG PUSCH overlapping with UCI, which CG PUSCH resource is used for UCI multiplexing? It is decided by PHY or MAC? Proposal seems to be interpreted as the latter one. 



Since the proposal 2 will change the UE behaviour for CG-PUSCH in Rel-16, it may be necessary to consider new UE capability signalling to differentiate the new UE behaviour and the legacy UE behaviour, where the legacy UE behaviour includes behaviours in Rel-15 and in 2020.9 version of Rel-16. From procedure perspective, since the spec change required for proposal 2 is likely to be in RAN2 (MAC spec), it might be reasonable to decide how to incorporate the new UE capability in RAN2 together with the MAC spec change. But moderator think it would be useful to collect companies views in RAN1 first to see if any information can be provided to RAN2 in the LS. 
· Q3: For CG in Rel.16, whether to introduce a new UE capability for CG PUSCH skipping with UCI?
Please provide your comments on Q3.
	Company
	Comment

	Ericsson
	We would need a new UE capability, and a new RRC parameter to differentiate the Rel-15 and Rel-16 multiplexing behaviour on CG. Note the skipping behaviour on CG is the default behaviour for Rel-15.

	Apple
	Yes, a new UE capability would be necessary. But it is not clear why a new RRC parameter would be necessary. If a UE supports Rel-16 behavior, it can always use Rel-16 behavior, and the gNB should have no problem handling the UE.

	Spreadtrum
	We support a new UE capability for CG-PUSCH. Also agree with Moderator’s assessment that this UE capability likely to be in RAN2. 

	CATT
	We think it can be discussed and decided in RAN2.

	Huawei, HiSilicon
	Agree to introduce a new UE capability, and how to define it can be up to RAN2 decision. 

	Samsung
	Agree with moderator’s view. New RRC parameter may be needed since Rel-16 UE may not know whether gNB is for Rel-15 or for Rel-16. 



Further update:
Apple raised a good point that the CG PUSCH skipping with UCI is for single priority level case and it would be good to clarify it. So I made some updates as in proposal 2-a based on Apple’s comment. Note that further discussion would be needed for different PHY priorities case.
Regarding Samsung’s comment, in case of multiple CG PUSCHs overlapping with UCI, the CG PUSCH for UCI multiplexing is determined by PHY according to the existing multiplexing rules, which is similar to the UL skipping for dynamic UL grant case. The original option 1 for CG PUSCH skipping with UCI is also copied below for better understanding.
· How to handle the issue for CG PUSCH when there is PUCCH carrying UCI overlapping with a set of CG PUSCHs, for non-CA and CA case?
· Option 1: (similar solution as DG PUSCH with skipping)
· the UE first determines which PUSCH from the set of PUSCHs would carry the UCI, PUSCH_0
· the PUSCH with UCI multiplexing cannot be skipped and MAC generates MAC PDU for the PUSCH_0, and UCI is multiplexed on PUSCH_0
I made a small change for the proposal and it is more aligned with the agreement for DG in the last meeting. Hope it clarifies Samsung’s question.
Please check the updated proposal 2-a.
Proposal 2-a: In Rel.16, when there is only a single PHY priority for UL transmission, in case of one or more CG PUSCHs overlapping with UCI, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped. and MAC generates MAC PDU for the CG PUSCH and the UCI is multiplexed on the CG PUSCH.
· Send a LS to RAN2 to inform the agreement in RAN1.
Please provide your comment if you have any concern on proposal 2-a.
	Company
	Comment

	
	

	
	

	
	



Round #2 discussion:
Following cases are considered for the discussions
· Case 1-1: Only DG PUSCH overlapping with PUCCH
· Case 1-2:Only CG PUSCH overlapping with PUCCH
· Case 1-3:DG PUSCH and CG PUSCH are overlapping and both DG/CG PUSCH are overlapping with PUCCH
[image: ]
· Case 1-4:DG PUSCH and CG PUSCH are overlapping and DG PUSCH is overlapping with PUCCH
[image: ]
· Case 1-5:DG PUSCH and CG PUSCH are non-overlapping and both DG/CG PUSCH are overlapping with PUCCH
[image: ]

· Case 1-6: DG PUSCH and CG PUSCH are overlapping and CG PUSCH is overlapping with PUCCH
[image: ]

These cases were intensively discussed based the following considerations:
· Rel-16 LCH based prioritization is not configured and single PHY priority is for UL transmissions.
· PUSCH repetitions is not applied

Proposal for discussion (11/10)
· For Case 1-2: Only one or more CG PUSCHs overlapping with PUCCH
Proposed solution for CG Case 1-2:
  In Rel.16, for CA and non-CA case, when Rel-16 LCH based prioritization is not configured and there is a single PHY priority for overlapped UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is no DG PUSCH overlapping with the UCI and there is no DG PUSCH overlapping with the one or more CG PUSCHs, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped.  MAC generates MAC PDU for the CG PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the CG PUSCH.
 
· Conclusion on Case 1-3/ Case 1-4/Case 1-5:
    For following cases, for CA and non-CA case, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, MAC generates MAC PDU for the DG PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the DG PUSCH.
  Case 1-3:DG PUSCH and one or more CG PUSCH are overlapping and both the DG/CG PUSCH are overlapping with PUCCH 
  Case 1-4:DG PUSCH and one or more CG PUSCH are overlapping and the DG PUSCH is overlapping with PUCCH, and the one or more CG PUSCH is non-overlapping with the PUCCH
  Case 1-5:DG PUSCH and one or more CG PUSCH are non-overlapping and both the DG/CG PUSCH are overlapping with PUCCH
 
· For Case 1-6: DG PUSCH and CG PUSCH are overlapping and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH
Proposed solution for Case 1-6:
· In Rel.16, for non-CA case, When DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is DG PUSCH overlapping with at least one of the one or more CG PUSCHs on a serving cell and not overlapping with the UCI
· Opt-1: 
· If there is data for DG, MAC generates PDU for DG PUSCH. 
· UCI is transmitted on PUCCH
· If there is no data for DG, MAC generates PDU for CG PUSCH
· UCI is multiplexed on CG PUSCH
Supported by: 

· Opt-2: 
· MAC generates PDU for CG PUSCH. 
· UCI is multiplexed on CG PUSCH
Supported by: 
· Opt-3: 
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is transmitted on PUCCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH.
· UCI is transmitted on PUCCH.
[bookmark: _Hlk56009814]Supported by: Ericsson, DCM, Huawei, HiSilicon, vivo, Samsung, CATT,QC
Explanation: the UCI is multiplexed on one of the CG PUSCHs except for the CG PUSCH(s) that overlap with a DG PUSCH on the same CC, if any, following the existing UCI multiplexing rules; if there is no such CG PUSCH, the UCI is transmitted on PUCCH.  For the CG PUSCH with UCI multiplexing, MAC generates MAC PDU for the CG PUSCH and  delivers the MAC PDU(s) to PHY and the UCI is multiplexed on the CG PUSCH.
· Opt-4: 
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is dropped together with CG PUSCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH.
· UCI is dropped together with CG PUSCH.
Supported by: Apple, vivo, CATT
Explanation: MAC determines whether to generates PDU for CG PUSCH(s) according to the current MAC prioritization rules. If the CG PUSCH with UCI multiplexing is not deprioritized due to overlapping DG, MAC generates MAC PDU for the CG PUSCH and delivers it to PHY, and UCI is multiplexed on the CG PUSCH. If MAC PDU is not generated for the CG PUSCH with UCI multiplexing, UCI is dropped together with CG PUSCH.

Further update (11/12)

Possible Agreement:
For the case (Case 1-2) where only one or more CG PUSCHs overlapping with PUCCH
· [bookmark: _GoBack]In Rel.16, for CA and non-CA case, when Rel-16 LCH based prioritization is not configured and there is a single PHY priority for  UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is no DG PUSCH overlapping with the UCI and there is no DG PUSCH overlapping with the one or more CG PUSCHs, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped.  MAC generates MAC PDU for the CG PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the CG PUSCH. MAC does not generate a TB for the other CG PUSCH(s) overlapping with the CG PUSCH with UCI multiplexing on the same serving cell. The CG PUSCH is discarded and does not participate in subsequent physical layer procedure.
 
Possible Conclusion
For the following cases, for CA and non-CA, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, MAC generates MAC PDU for the DG PUSCH and the UCI is multiplexed on the DG PUSCH. MAC does not generate a TB for the CG PUSCH(s) overlapping with the DG PUSCH on the same serving cell.  The GG PUSCH(s) is discarded and does not participate in subsequent physical layer procedure.
· (Case 1-3) DG PUSCH and CG PUSCH are overlapping and both DG/CG PUSCH are overlapping with PUCCH
· (Case 1-4) DG PUSCH and CG PUSCH are overlapping and DG PUSCH is overlapping with PUCCH, and CG PUSCH is non-overlapping with the PUCCH
· (Case 1-5) DG PUSCH and CG PUSCH are non-overlapping and both DG/CG PUSCH are overlapping with PUCCH
 
Possible Working Assumption:
For the case (Case 1-6) when DG PUSCH and CG PUSCH are overlapping and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH
· In Rel.16, for CA and non-CA case, When DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is DG PUSCH overlapping with at least one of the CG PUSCHs on a serving cell and not overlapping with the UCI
· Opt-3:
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is transmitted on PUCCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH
· UCI is transmitted on PUCCH.
· Opt-4: 
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is dropped together with CG PUSCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH.
· UCI is dropped together with CG PUSCH.
Note: In RAN1#104-e, decide whether or not to confirm the working assumption as well as decision on which option to support in Rel-16.

Further update (11/13)

Possible Agreement:
For the case (Case 1-2) where only one or more CG PUSCHs overlapping with PUCCH
· In Rel.16, for CA and non-CA case, when Rel-16 LCH based prioritization is not configured and there is a single PHY priority for  UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is no DG PUSCH overlapping with the UCI and there is no DG PUSCH overlapping with the one or more CG PUSCHs, the CG PUSCH with UCI multiplexing from the one or more CG PUSCHs cannot be skipped.  MAC generates MAC PDU for the CG PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the CG PUSCH. MAC does not generate a TB for the other CG PUSCH(s) overlapping with the CG PUSCH with UCI multiplexing on the same serving cell. The CG PUSCH is discarded and does not participate in subsequent physical layer procedure.

Possible Conclusion
For the following cases, for CA and non-CA, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, MAC generates MAC PDU for the DG PUSCH and the UCI is multiplexed on the DG PUSCH. For the case 1-3 and 1-4, MAC does not generate a TB for the CG PUSCH(s) overlapping with the DG PUSCH on the same serving cell.  The GG PUSCH(s) is discarded and does not participate in subsequent physical layer procedure.
· (Case 1-3) DG PUSCH and CG PUSCH are overlapping and both DG/CG PUSCH are overlapping with PUCCH
· (Case 1-4) DG PUSCH and CG PUSCH are overlapping and DG PUSCH is overlapping with PUCCH, and CG PUSCH is non-overlapping with the PUCCH
· (Case 1-5) DG PUSCH and CG PUSCH are non-overlapping and both DG/CG PUSCH are overlapping with PUCCH

Possible Working Assumption:
For the case (Case 1-6) when DG PUSCH and CG PUSCH are overlapping on a serving cell and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH
· In Rel.16, for CA and non-CA case, When DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, in case of one or more CG PUSCHs overlapping with UCI and there is DG PUSCH overlapping at least one of with the CG PUSCHs on a serving cell and not overlapping with the UCI
· Opt-3:
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is transmitted on PUCCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH
· UCI is transmitted on PUCCH.
· Opt-4: 
· If there is data for DG, MAC generates PDU for DG PUSCH
· UCI is dropped together with CG PUSCH.
· If there is no data for DG, MAC does not generate PDU for DG or CG PUSCH.
· UCI is dropped together with CG PUSCH.
Note: In RAN1#104-e, it aims to resolve case 1-6 using above options as a starting point, other options are not precluded.
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Agreements (RAN1 #102-e)
Agreement
· For UL skipping of dynamic UL grant in non-CA and CA case, when there is PUCCH carrying UCI overlapping with a set of PUSCHs, the PUSCH with UCI multiplexing from the set cannot be skipped. MAC generates MAC PDU for the PUSCH and the UCI is multiplexed on the PUSCH.

Agreement
The following text proposal for TS38.214 is endorsed. Final CR is agreed in R1-2007337 (TS 38.214, Rel-16, CR#0123, Cat F).
	6.1	UE procedure for transmitting the physical uplink shared channel
<unchanged part omitted>
A UE shall upon detection of a DCI format scheduling a PUSCH transmit the corresponding PUSCH unless the UE does not generate a transport block as described in [10, TS38.321]. Upon detection of a DCI format 0_1 or 0_2  with "UL-SCH indicator" set to "0" and with a non-zero "CSI request" where the associated "reportQuantity" in CSI-ReportConfig set to "none" for all CSI report(s) triggered by "CSI request" in this DCI format 0_1 or 0_2, the UE ignores all fields in this DCI except the "CSI request" and the UE shall not transmit the corresponding PUSCH as indicated by this DCI format 0_1 or 0_2. When the UE is scheduled with multiple PUSCHs by a DCI, HARQ process ID indicated by this DCI applies to the first PUSCH, as described in clause 6.1.2.1, HARQ process ID is then incremented by 1 for each subsequent PUSCH(s) in the scheduled order, with modulo 16 operation applied. For any HARQ process ID(s) in a given scheduled cell, the UE is not expected to transmit a PUSCH that overlaps in time with another PUSCH. For any two HARQ process IDs in a given scheduled cell, if the UE is scheduled to start a first PUSCH transmission starting in symbol j by a PDCCH ending in symbol i, the UE is not expected to be scheduled to transmit a PUSCH starting earlier than the end of the first PUSCH by a PDCCH that ends later than symbol i. The UE is not expected to be scheduled to transmit another PUSCH by DCI format 0_0, 0_1 or 0_2 scrambled by C-RNTI or MCS-C-RNTI for a given HARQ process until after the end of the expected transmission of the last PUSCH for that HARQ process. 
<unchanged part omitted>



Agreement
Send an LS to RAN2 to inform them of the latest RAN1 agreement on uplink skipping.
	In Rel-15, for dynamic UL skipping, RAN1 discussed the LS R1-2000015 from RAN2 and provided replies in R1-2001376 for Case 1 of dynamic PUSCH skipping without overlapping CSI/HARQ-ACK on PUCCH.
Case 2 of dynamic PUSCH skipping with overlapping CSI/HARQ-ACK on PUCCH was further discussed in RAN1. In RAN1#101-e meeting, it was concluded that in Rel-15, the UE behavior is undefined for case 2 and case 2 can be addressed for Rel-16. Endorsed CR R1-2005044 (TS38.214, Rel-15, CR#0105, Cat. F) for Case 1 and Case 2 can be found in the attachment. 
In Rel-16, RAN1 continued the discussion for Case 2 and made following agreements in RAN1#102-e meeting:
	Agreement
For UL skipping of dynamic UL grant in non-CA and CA case, when there is PUCCH carrying UCI overlapping with a set of PUSCHs, the PUSCH with UCI multiplexing from the set cannot be skipped. MAC generates MAC PDU for the PUSCH and the UCI is multiplexed on the PUSCH.


Based on above agreements, RAN1 in principle agreed the corrections for Rel-16 TS 38.214 (R1-200xxxx), assuming that RAN2 will update the Rel-16 sepcification TS 38.321 corresponding to the above agreement so that UE generates the MAC PDU for the PUSCH with UCI multiplexing. 
In addition, RAN1 noticed that in Rel-15, dynamic UL skipping is an optional feature with capability signaling (skipUplinkTxDynamic). It is RAN1’s understanding the dynamic UL skipping cannot be implemented based on the Rel-15 specification. For Rel-16 with the defined UE behavior for dynamic UL skipping, RAN1 has discussed  following two options for the capability signaling handling. However, the final decision on the capability design for Rel-16 dynamic UL skipping should be decided by RAN2. 
· Option 1: introduce a new UE capability for Rel-16 dynamic UL skipping 
· Option 2: Reuse Rel-15 UE capability with the understanding that Rel-15 dynamic UL skipping is not implementable therefore UEs indicating this capability should implement Rel-16 behavior.  


LS is approved in:
R1-2007338	LS on PUSCH with UL skipping	RAN1, vivo

10
image1.emf
CG 1

PUSCH 1

CG 1

PUSCH 2

PUCCH with UCI CC#0

CC#0 or CC#1


Microsoft_Visio_Drawing.vsdx
CG 1
PUSCH 1
CG 1
PUSCH 2
PUCCH with UCI
CC#0
CC#0 or CC#1



image2.emf
CG 1

PUSCH 1

CG 2

PUSCH 2

PUCCH with UCI CC#0

CC#1

CC#1


Microsoft_Visio_Drawing1.vsdx
CG 1
PUSCH 1
CG 2
PUSCH 2
PUCCH with UCI
CC#0
CC#1
CC#1



image3.emf
PUCCH for A/N

CG PUSCH

Latest time when UE needs 

to determine whether to 

prepare PUCCH

DCI

Latest time to deliver a 

MAC PDU to PHY

time


Microsoft_Visio_2003-2010_Drawing.vsd
PUCCH for A/N


CG PUSCH


Latest time when UE needs to determine whether to prepare PUCCH


DCI


Latest time to deliver a MAC PDU to PHY


time



image4.emf
PUCCH

DG PUSCH

CG PUSCH


image5.emf
PUCCH

DG PUSCH

CG PUSCH


image6.emf
DG PUSCH CG PUSCH

PUCCH


image7.emf
PUCCH DG PUSCH

CG PUSCH


