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1	Introduction
In RAN1#102e, the following was agreed on for Issue 3:
a) In RAN1#103-e, investigate, for the purpose of down selection, the following alternatives:
· Alt1. DCI
· Alt2. MAC CE
· Note: Combination between DCI and MAC CE for, e.g. different use cases or control information partitioning can also be considered 
· Note: The study should consider factors such as feasibility for pertinent use cases, performance (based on at least the agreed EVM), overhead (including PDCCH capacity), latency, flexibility, reliability including the support of retransmission 
· Note: This may be related to outcome of issue 1a), 1b), and 6a)

One important part of the WI is to speed up the signalling related to beam management, so that it becomes possible to handle higher speeds or narrower beams. Following the agreement, simulations aimed to evaluate the performance aspects of beam-pair-link (BPL) update periodicity and activation delay have been done for the Dense Urban Scenario described in the EVM [1] for a UE speed of 120 km/h, and the results are presented in section 2.1	Intra-cell mobility SLS results.
In RAN1#102e, the following was agreed on for Issue 4b:
[bookmark: _Ref178064866]1. In RAN1#103-e, identify candidate use cases including MPE, and consider remaining aspects if use cases are identified

Following the agreement, extensive simulations to investigate the potential benefits of fast panel switching due to MPE has been performed and are presented in section 2.2	MPE mitigation SLS results. The simulations are based on the agreed EVM [1] with also further extensions.
2	Discussion
[bookmark: _Ref54347652]2.1	Intra-cell mobility SLS results
To investigate the potential performance impact of beam management procedures for intra-cell mobility, we have performed simulations for the Dense Urban scenario described in the EVM [1] with a 120km/h UE speed. The effect of two important beam management aspects have been evaluated:
· BPL update periodicity
· BPL activation delay
2.1.1 	Simulation parameters
Simulation parameters follows the EVM in [1] with clarification and specifics in Error! Reference source not found. for the Dense Urban Intra-cell mobility SLS results. 
Table 1 Simulation parameters for Dense Urban Intra-cell mobility Scenario
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz, SCS: 120 kHz, BW: 80 MHz

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 2, 2). (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ
Using equivalent full array (8, 16, 2, 1, 1) for beamforming. 
gNB Antenna has physical down-tilt of 15 degrees (improves coverage close to gNB)
132 gNB TX beam directions: Oversampled (X2) dual polarized DFT beams with 22 directions in azimuth [-60, 60] range and 6 directions in elevation [90,160] range (with directions corrected for physical down-tilt)

	UE Antenna Configuration
	Number/location of panels: 3 panels (left, right, and back) – “H” pattern
Panel structure: 1x4x2 or (M, N, P) = (1, 4, 2), dH = 0.5 λ 
All panels are active.
4 Dual polarized DFT beams per panel in azimuth [-90, 90] range.

	Link adaptation
	Outer loop adaptation + Explicit CSI

	Traffic Model
	Full buffer

	Control and RS overhead
	No overhead modelled

	Transmission scheme
	Up to rank 2 transmission

	Other simulation assumptions
	TRP selection based on UEs initial geographical position 
Wideband scheduling, Proportional Fair Scheduling

	Algorithm details (when applicable)
	Beam update mechanism: Exhaustive joint P2 & P3 sweep every {10, 20, 80, 160, 240} ms
Beam activation delay: Configured with {1 slot, 4 ms, 12 ms, 36 ms} activation delay
Beam metric: L1-RSRP (from full bandwidth beamformed path gain)

	Other potential impairments
	Not modelled (assumed ideal)

	Target BLER
	10% (Realized BLER is typically smaller for this scenario – single UE per sector)

	Scenario
	Dense Urban (macro-layer only, TR 38.913), 200m ISD, 2-tier model with wrap-around (7 sites, 3 sectors/cells per site), 100% outdoor, 1 UE per sector

	Channel model
	UMa 5G (TR 38.901), outdoor, LOS only 
Spatial consistency with UE mobility option B. 

	UE mobility and trajectory
	120 km/h, Linear trajectory constrained within initial cell.




For each of the 21 cells: One UE is dropped as follows: For the upper right sector/cell (can be extended analogously to the upper left and lower sectors/cells), the UE starts at a random point along the trajectory from P to the midpoint of P-Q. Each UE moves from its initial random position along the trajectory from P to Q where in total half of the trajectory is traversed for each drop. 
[image: ]
Example of random initial UE positions over multiple drops. 
This randomness of the UEs initial positions makes the interference less correlated between UEs in different sectors. Alternating time periods with low and high interference was found if all UEs are dropped at P and moved towards Q in a synchronized manner.

	UE panel orientation
	The UEs are vertically oriented, with a random xy-orientation in each drop.

	Simulated time extent
	12000 slots (including 500 slots warm-up period) corresponding to UE movement of approximately half the trajectory from P to Q


2.1.2	Dense Urban, 120km/h, BPL update periodicity comparison
We compare the performance of {10, 20, 80, 160, 240} ms BPL update periodicity. At each BPL update event, we perform an exhaustive joint P2 and P3 beam sweep (with no simulated overhead signalling) and select the new BPL based on L1-RSRP (estimated from wideband beamformed pathgain at current slot). The new BPL is then activated after a configured 1 slot delay. Naturally, we only activate a new BPL if it differs from the currently used BPL for data transmission, where we log the event as P2 if the gNB TX beam is changed and P3 if the UE RX beam is changed. We allow both gNB TX and UE RX beams to change at the same event (logged as both P2 and P3).  
The full gNB antenna array is virtualized as 132 dual polarized beams in a 22-by-6 azimuth, elevation grid of steering directions. The steering directions are found from the oversampled DFT beams with a small correction for the physical down tilt of the antenna array that improves the coverage right in front of the gNB given the 25 m BS height in Dense Urban. The gNBs beams have a 3dB beamwidth of about 5-8 degrees in azimuth and about 10-15 degrees in elevation depending on steering direction. From the beamwidth, we can find that a line-of-sight UE will traverse to the next gNB TX azimuth beam about once every 100-130 ms in average when moving at 120km/h along the trajectory from P to Q.
2.1.2.1 SLS results 
In this scenario, update speeds faster than 100 ms produces limited gains in general. In particular, no improvement of user throughput was found for BPL update periodicity faster than 20 ms and the 10 ms BPL update periodicity results are henceforth omitted when similar the 20 ms case. The results are shown in Figure 1 and Figure 2.
[image: ]
[bookmark: _Ref54363286]Figure 1 C.D.F of User Throughput versus BPL update periodicity
[image: ][image: ]
[bookmark: _Ref54363295]Figure 2 Mean and Cell-edge User throughput versus BPL update periodicity
2.1.2.2 Dynamics of SLS results
To gain more insights in the dynamics of the beam update procedures, the UE performance over time has been investigated. The dynamics of the SLS show that the user throughput (Figure 3) and SINR (Figure 4) reduces over time after each BPL switch event until the next BPL is selected. The total reduction on the user throughput is clearly larger for the larger BPL updater periodicity. 
[image: ]
[bookmark: _Ref54267565]Figure 3 Mean User Throughput per slot versus BPL update periodicity
[image: ]
[bookmark: _Ref54267626]Figure 4 Mean Receiver SINR per slot versus BPL update periodicity
The BPL updates are mostly of P2 type (see Figure 5 compared to Figure 6), where about 10% of all UEs change beam every 10ms (or alternatively 20% of all UEs change beam every 20ms) which indicates that 100 ms is an appropriate average BPL update periodicity for this scenario. The P3 beam update events happens in average for only 5% of all UEs every 80 ms, which indicate that the UE RX beam is updated only about once every 1.5s in average. Note that no UE rotation was modelled, only UE lateral movement, for which 1.5s corresponds to half the trajectory at which point the gNB position appears to have changed with 60 degrees from the UEs point-of-view which is sufficiently large to change the UE RX beam in average. 
[image: ]
[bookmark: _Ref54267245]Figure 5 Fraction of UEs changing gNB TX beam for each BPL update event
[image: ]
[bookmark: _Ref54267274]Figure 6 Fraction of UEs changing UE RX beam for each BPL update event
[image: ]
Figure 7 Mean RSRP (wideband beamformed pathgain) reported from BPL update events
2.1.3 	Dense Urban, 120km/h, BPL activation delay comparison
As the next step, we investigate the performance for a fixed BPL update periodicity of 10ms, while we apply a different delay after which the new BPL is applied. All parameters except the BPL activation delay are the same in these simulations.
2.1.3.1 SLS results
In this scenario, BPL activations delays smaller than 12 ms did not produce any significant decrease in user throughput, with a slight decrease only at 36 ms BPL activation delay. 
[image: ]
Figure 8 C.D.F of User Throughput versus BPL activation delay
[image: ][image: ]
Figure 9 Mean and Cell-edge User Throughput versus BPL activation delay
2.1.3.2 Dynamics of SLS results 
Also for this case, we have investigated the dynamics of the beam management procedures. The dynamics of the SLS results show that the only the 36 ms BPL activation delay yields a small decease in the user throughput (Figure 10) and reduces the SINR by up to 1 dB (Figure 11). The 36 ms activation delay corresponds to a UE movement of about 1.5-2 degrees from the gNB point-of-view. This is comparable to the about half the 3dB beamwidth for the gNB beams in the azimuth direction. 
[image: ]
[bookmark: _Ref54363527]Figure 10 Mean User Throughput (moving mean filtered) per slot versus BPL activation delay
[image: ]
[bookmark: _Ref54363531]Figure 11 Mean Receiver SINR (moving mean filtered) per slot versus BPL activation delay
[image: ]
[bookmark: _Ref54278142]Figure 12 Fraction of UEs changing gNB TX beam for each BPL update event
[bookmark: _Ref54278007]2.2	MPE mitigation SLS results
To investigate the benefit of introducing features to facilitate UL beam selection for UEs equipped with multiple panels, considering UL coverage loss mitigation due to MPE, system simulations have been performed. Following the EVM assumptions, we have investigated a Dense Urban scenario and an Indoor scenario with different parameters in three different cases:
· No panel blockage (No Blockage):
· No coverage for any of the panels.
· Used as baseline.
· Panel blockage with MPE-unaware scheduler (Panel blockage, gNB MPE-unaware): 
· Pathloss is increased with 10dB for one of the panels, chosen randomly. 
· Cell selection and UE panel selection based on the pathloss, taking the extra 10dB into account. 
· For UL data transmission, UEs that selected the covered panel uses 10dB lower max power (=13dBm).
· Used as baseline. 
· Panel blockage with MPE-aware scheduler (Panel blockage, gNB MPE-aware):
· Pathloss is increased with 10dB for one of the panels, chosen randomly. 
· Cell selection based on the pathloss, taking the extra 10dB into account. 
· UE panel selection, taking the extra 10dB pathloss and also the 10dB reduced TX power into account for the covered panel.
· For UL data transmission, UEs that selected the covered panel uses 10dB lower max power (=13dBm).
The included figures for each simulation case are:
· CDF of the user throughput [bps/Hz].
· CDF of the downlink path-gain [dB]: the path-gain calculation include the effect of the panel blockage (- 10 dB) and the BS and UE antenna and array gains detailed in 2.2.1 Simulation parameters.
· Mean user throughput gains of the three cases.
· Cell-edge user throughput gains of the three cases.
· CDF of the UEs TX power.
[bookmark: _Ref54351049]2.2.1 Simulation parameters
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz, SCS: 120 kHz, BW: 80 MHz

	BS Antenna Configuration (2.2.2.1, 2.2.3.1, 2.2.3.2)
	(M, N, P, Mg, Ng) = (4, 8, 2, 2, 2). (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ
Using equivalent full array (8, 16, 2, 1, 1) for beamforming. 
Initial Beam selection based on L1-RSRP (from full bandwidth beamformed path gain).
128 dual polarized beams.
Antenna gain: 8 dBi
Antenna array gain: 21 dB

	BS Antenna Configuration (2.2.2.2)
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1). (dV, dH) = (0.5, 0.5) λ. 
Initial Beam selection based on L1-RSRP (from full bandwidth beamformed path gain).
16 dual polarized beams.
Antenna gain: 8 dBi
Antenna array gain: 12 dB

	UE Antenna Configuration
	Number/location of panels: 3 panels (left, right, and back) – “H” pattern
Panel structure: 1x4x2 or (M, N, P) = (1, 4, 2), dH = 0.5 λ 
All panels are active.
4 DFT Beams per panel in azimuth [-90, 90] range.
Antenna gain: 5 dBi
Antenna array gain: 6 dB

	UL power control parameters
	SNR target = 15 dB (2.2.2.1, 2.2.2.2, 2.2.3.1)
SNR target = 60 dB (2.2.3.2)

	Traffic Model
	Full buffer

	Control and RS overhead
	No overhead modelled

	Transmission scheme
	Multi-antenna port transmission scheme, with up to rank 2

	Scenarios
	· Dense urban (macro-layer only, TR 38.913) @FR2, 200m ISD, 2-tier model with wrap-around (7 sites, 3 sectors/cells per cell), 100% outdoor
· Indoor (TR 38.901/802), 12 sites, 1 sector per site

	UE speed
	3 km/hr for indoor UEs, 30km/hr for outdoor UEs 

	Panel Blockage Modeling for MPE
	Only one panel is blocked. The blocked panel is randomly selected at each drop  
· Blocking entails an additional pathloss of 10dB applied to both DL and UL
For simulation with full buffer traffic, a blocking event is determined, started at the beginning of each drop, and sustained throughout the entire drop.

	MPE Modeling
	When MPE occurs, the maximum TX power for the covered panel is reduced by 10dB P-MPR. That is, the actual maximum TX transmit power = maximum UE TX power (23dBm) – P-MPR (10dB)

	UE-side panel switching latency
	0 ms for active panels (all the panel are active)

	UE orientation
	Vertical but random in azimuth

	UE dropping
	Random, 1 UE per sector 



2.2.2 Indoor Hotspot
2.2.2.1 Simulations according to the EVM 
In this subsection, we provide simulation results for the indoor hotspot scenario according to the agreed EVM. The results are depicted in Figure 13 – Figure 17.
[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref54263669][bookmark: _Ref54263484]Figure 13: CDF of user throughput
[image: Chart, line chart

Description automatically generated]
Figure 14: CDF pf the downlink path-gain
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware

Figure 15: Mean user throughput                       Figure 16: Cell-edge user throughput
[image: ]
[bookmark: _Ref54263770]Figure 17: CDF of the UEs TX power
From Figure 13 it is clear that in this scenario the MPE-aware scheduler does not produce any gain over the MPE-unaware one and that overall there is little difference between the three simulated options. This is not surprising since the UEs are not power-limited, as shown in Figure 17.
2.2.2.2 Simulations with a smaller antenna array 
In this subsection, we provide simulation results for the indoor hotspot scenario with a smaller gNB antenna array ((M, N, P, Mg, Ng) = (4, 4, 2, 1, 1). (dV, dH) = (0.5, 0.5) λ), which may be more realistic in an indoor environment. The results are depicted in Figure 18 – Figure 22.
[image: ]
[bookmark: _Ref54264076]Figure 18: CDF of user throughput
[image: Chart, line chart
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Figure 19: CDF of the downlink path-gain
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware

Figure 20: Mean user throughput.                       Figure 21: Cell-edge user throughput

[image: ]
[bookmark: _Ref54264219]Figure 22: CDF of the UEs TX power
From these results it is clear that even with a smaller BS antenna array the MPE-aware scheduler does not provide any gain over the MPE-unaware one as shown in Figure 18. Still, the UEs are not power-limited, as shown in Figure 22.
2.2.3 Dense Urban
2.2.3.1 Simulations according to the EVM 
In this subsection, we provide simulation results for the Dense Urban scenario according to the agreed EVM. The results are depicted in Figure 23 – Figure 27.
[image: ]
[bookmark: _Ref54264415]Figure 23: CDF of user throughput
[image: Chart, line chart
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Figure 24: CDF of the downlink path-gain
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware

Figure 25: Mean user throughput.                    Figure 26: Cell-edge user throughput
[image: ]
[bookmark: _Ref54361726]Figure 27: CDF of the UEs TX power
From Figure 23 it is clear that the MPE-aware scheduler and the MPE-unaware scheduler have similar performance in this scenario.  The MPE-aware scheduler does not produce any gain over the MPE-unaware one even though a tiny portion of the UEs are power limited.
2.2.3.1 Heavily power limited scenario
In previous simulations, we have used a realistic SNR target of 15 dB, which however has not resulted in that the UEs are power-limited. To investigate the performance in a scenario where the UEs are power-limited, we have increased the the SNR target to 60 dB, which forces the UE to always transmit with the maximum allowed TX power, as can be seen in Figure 32. The results are depicted in Figure 28 – Figure 32.
[image: ]
[bookmark: _Ref54264820]Figure 28: CDF of the user throughput
[image: Chart, line chart
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Figure 29: CDF of the downlink path-gain
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware
No Blockage
Panel Blockage, gNB MPE-unaware
Panel Blockage, gNB MPE-aware

[bookmark: _Ref54362246]Figure 30: Mean user throughput                   Figure 31: Cell-edge user throughput
[image: A close up of a screen
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[bookmark: _Ref54264748][bookmark: _Ref54108286]Figure 32: CDF of the UEs TX power
As can be seen from Figure 28, Figure 30 and Figure 31, there is now a benefit with MPE aware scheduling.. However, it is not large.
[bookmark: _GoBack]One interesting conclusion can also be drawn from Figure 32. With MPE-aware scheduling, no UE transmits from the blocked panel anymore: all UEs uses 23dBm output power. However, with the MPE-unaware scheduling, only 7% of the UEs stay on the blocked panel. This may be surprising at first: since the scenario is symmetric, it could have been expected that 33% of the UEs would choose the blocked panel. However, the overlooks the fact that the blockage also affects DL, and this leads to that UEs deselect the blocked panel, without any action from the NW:
[bookmark: _Toc54363093]The additional pathloss of the blocked panel leads to that UEs deselect the blocked panel without NW intervention.
Conclusion
From the results in the 4 different scenarios situation it is clear that the MPE aware scheduler produces a gain only in a heavily power limited scenario as shown in the unrealistic Dense Urban scenario with SNR target = 60 dB, and even in this case, the gain is small. In all the other investigated cases, using a MPE-aware scheduler does not give any benefit.
Furthermore, we made the following observation: 
Observation 1	The additional pathloss of the blocked panel leads to that UEs deselect the blocked panel without NW intervention.

[bookmark: _In-sequence_SDU_delivery]References
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