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1	Introduction
A new SI on XR evaluations for NR was approved at RAN#86 [1]. The objectives of this study item are as follows.
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs E



In this contribution, we provide our view on the XR use cases, traffic model and performance measure. Since XR evaluations are intended mainly for simulation studies, it is important to develop appropriate methodology to well reflect realistic XR user experiences and RAN characteristics in a simple manner. We will discuss expected RAN traffic characteristics, primarily focusing on media traffic based on two examples of XR encoder outputs, and also relevant performance measure capturing specific XR user experience. 
2	XR use cases
2.1	Summary of use cases
In this section, we provide a summary of the targeted use cases in the approved SID, which are considered as starting points.
2.1.1	VR1: “Viewport dependent streaming”
Viewport dependent streaming is described in Section 6.2.3 in TR 26.928. Its main characteristics are summarized as follows.
· Tracking information is predominantly processed in XR device.
· XR device sends adaptive media requests including the current pose information to XR server.
· XR server delivers viewport adapted XR media to XR device.
· XR device performs viewport rendering based on tracking and sensor information as well as the received viewport adapted XR media.

With the knowledge of tracking information in the XR server, the media delivered is adapted and optimized to viewport. The tracking information adds another adaptation parameter to adaptive streaming that adjusts media quality to the available bit rate. The viewport dependent streaming can reduce the required media rate compared to viewport independent delivery. 
2.1.2	VR2: “Split Rendering: Viewport rendering with Time Warp in device”
There are two types of split rendering architecture discussed in TR 26.928, raster-based split rendering and generalized XR split rendering, which are respectively discussed in Sections 6.2.4 and 6.2.5 in TR 26.928. 
The main characteristics of raster-based split rendering are summarized as follows.
· XR device sends tracking and sensor information to XR server.
· XR server performs viewport pre-rendering rasterization.
· XR server delivers pre-rendered viewport to XR device.
· XR device performs latest pose correction for viewport rendering by, for example, time warping. The time warping takes the image pre-rendered by XR server, modify it with latest pose information, and then display it.

The XR graphics workload is split into dominant rendering workload on XR server and simpler processing of pose correction on XR device. 
Raster-based split rendering in TR 26.928 focuses on 2D media. In the generalized XR split rendering case, the buffers may not only be 2D texture or frame buffers but may include 3D data, metadata, and so on. The general idea, however, remains the same in the generalized XR split rendering: the XR graphics workload is split into dominant rendering workload on XR server and simpler processing of pose correction on XR device. 
2.1.3	AR1: “XR Distributed Computing” 
XR distributed computing is described in Section 6.2.5 in TR 26.928. Its main principle is split rendering that splits the workload for XR processing into workloads on XR server and XR device. 
For AR applications using this architecture, the tracking and sensor information sent by the XR device to the XR server may need to be more than pose information sent in VR1/VR2. For example, for AR applications, the XR device captures 2D video stream from a camera and sends the captured stream to the XR server. The XR server generates an AR scene and sends compressed media and metadata to the XR device. The XR device decodes the media, generates an AR scene, performs viewport rendering and displays the scene. 
2.1.4	AR2: “XR Conversational”
XR conversational is described in Section 6.2.8 in TR 26.928. XR conversational services are an extension to the current work on MTSI: Multimedia Telephony Service for IMS (IP-Multimedia Subsystem). The extension may include signalling, media, and metadata to enable VR/AR specific attributes, as well as a new network media processing interface to facilitate media processing.
In a network-processing scenario, a simplified call session setup procedure is described in Section 6.2.8 in TR 26.928 as follows.
1) First a client initiates the call setup; 
2) Based on the call setup, the session control triggers network-based media processing, reserves resources in the network, including media processing resources; 
3) Session control forwards call setup to the second client; 
4) After call acceptance, both first and second client are connected to the network processor. 
5) Session control instructs the network processor on the actual processing and the stream forwarding, i.e. which input streams go to which clients.
2.1.5	CG: Cloud Gaming
Cloud gaming is a type of online gaming that allows playing a game remotely from a cloud. In cloud gaming, a client device handles a player’s inputs and sends the inputs to the cloud. The remote server executes the game and streams game videos back to the client device. So, the game is accessible on-demand without the need to download and install it locally. As the game is executed in the cloud, hardware requirements of the client device can be lowered.
A specific type of cloud gaming is described in Section 5.5 (Online XR gaming) in TR 26.928. Cloud gaming is not restricted to XR media and can take the form of normal media as well.
For good user experience, cloud gaming requires high-bandwidth low-latency internet connections for delivering the video streams. The latency is a major factor, especially in fast-paced games that require precise inputs.
2.2	View on the targeted use cases
The five uses cases VR1/VR2/AR1/AR2/Cloud gaming in the approved SID, as summarized in the previous section, are among the important 5G media applications under consideration in the industry. The use cases are also representative applications demanding high throughput and low latency in line with 5G capabilities. They can be confirmed as applications of interest for Rel-17 study on XR evaluation for 5G NR. 
That said, due to limited time in this study item, it will be difficult to extensively evaluate all the use cases. It is necessary for RAN1 to determine which of the use cases would need to be prioritized for the evaluation study. It is our view that Cloud gaming has most immediate market demand. AR use cases are more relevant for wide-area cellular networks to support than VR use cases, at least in the near future.
[bookmark: _Toc45218061][bookmark: _Toc46658933][bookmark: _Toc54342917]RAN1 to confirm that the VR1/VR2/AR1/AR2/Cloud gaming applications are of interest for Rel-17 study on XR evaluation for 5G NR and determine which of the use cases would need to be prioritized for the evaluation study.
[bookmark: _Toc54342918]In the XR evaluation SI, RAN1 to treat cloud gaming with first priority, AR use cases with second priority, and VR use cases with third priority.

[bookmark: _Ref178064866]3	XR traffic modelling
A traffic characteristic is expected to be dependent on a specific use case and a functional split between a network server and a UE. Nevertheless, it is generally expected that there exist two different types of traffic as illustrated in Figure 1. One is tracking and sensor information and the other one is media traffic such as video and audio. 


[bookmark: _Ref43288440]Figure 1: Split Rendering with Asynchronous Time Warping Correction [2]
It is expected that media traffic of video will dominate overall RAN traffic load and at the end limits the system level performance due to its high bandwidth requirements compared to tracking and sensor data, which has limited bandwidth requirements. 
Based on this, we have the following observations. 
[bookmark: _Toc43288355][bookmark: _Toc43289150][bookmark: _Toc43290817][bookmark: _Toc43375822][bookmark: _Toc43375842][bookmark: _Toc54342912][bookmark: _Toc347822666][bookmark: _Toc347823812][bookmark: _Toc347823993][bookmark: _Toc347824244]XR traffic is characterized by the mix of two different traffic types of media delivery and sensor/tracking data.
[bookmark: _Toc54342913]Video traffic is dominant in a network load compared to other traffic, e.g., sensor/tracking data, which has limited bandwidth requirements.

For the video media traffic, Figure 2 illustrates a video trace and PDF of frame size as an output of an encoder when one specific XR content of 1080p at 30Hz is encoded with 16Mbps bit rate using H.265. It is clearly observed that the frame size is not constant over time but approximately follows Gaussian distribution. Table 1 and Table 2 summarize estimated statistical traffic parameters assuming Gaussian distribution where two different sources of XR contents are encoded with various encoding rates. 

[image: ]  [image: ] 
[bookmark: _Ref31786084][bookmark: _Hlk42686069]Figure 2. XR video traffic characteristics of 1080p at 30Hz refresh rate with 16Mbps encoding rate: video trace (left) and PDF of a frame size (right).
The frame generation interval is timing from an encoder, so the actual arrival time to RAN will depend on transport protocols and the level of routing congestion, particularly for downlink. Although the arrival interval to RAN might not be purely constant, it appears reasonable to assume that the frames arrive with an interval that is inversely proportional to a frame refresh rate, assuming neglectable variance in a transport layer and core network. 

[bookmark: _Ref42692689][bookmark: _Hlk43206491]Table 1 Source 1: 1080p@30Hz with a different encoding rate using H.265
	[bookmark: _Hlk42684311]
	Generated frame size
	Frame generation interval (ms)

	Encoding rate
	Mean size (KB)
	Std. dev (KB) /normalized std. dev
	Min size (KB)
	Max size (KB)
	

	8Mbps
	33.89
	10.92 / 0.32
	0.13
	166.49
	33.33ms

	16Mbps
	67.86
	19.88 / 0.29
	0.15
	263.18
	33.33ms



[bookmark: _Ref43288475][bookmark: _Ref42692692][bookmark: _Hlk42686060]Table 2 Source 2: 4K@60Hz with a different encoding rate using H.265
	
	Generated frame size
	Frame generation interval (ms)

	Encoding rate
	Mean size (KB)
	Std. dev (KB) /normalized std. dev
	Min size (KB)
	Max size (KB)
	

	55Mbps
	117.4
	35.96 /0.31
	6.0
	424.48
	16.67ms

	90Mbps
	192.1
	59.99/0.31
	11.71
	593.41
	16.67ms



While XR use cases are mostly downlink traffic heavy, uplink traffic needs to be properly considered as well. UL is an indispensable part of the cellular system that affects performance. It is important to study UL to understand the impact of a wide-spread deployment of XR services in a cellular network.
Based on the example sources of XR contents, we have the following observations.  
[bookmark: _Toc54342914]The frame size is varying over time at the same encoding rate and its mean size is dependent on encoding rate/resolution at application.
[bookmark: _Toc54342915]The frame size can be approximated to truncated Gaussian distribution with the minimum and the maximum frame size.
[bookmark: _Toc54342916]The frame arrival time, , to RAN can be approximated to be periodic with inverse relation to the frame refresh rate, , i.e. .

Based on the observation, we propose the followings for XR traffic modelling
[bookmark: _Toc54342919]The frame size for the video traffic may include a variance, e.g., Gaussian distribution, in time to be more realistic. 
[bookmark: _Toc54342920]The frame arrival time to RAN for the video traffic may be approximated to be periodic and equal to the inverse of a frame refresh rate. 
[bookmark: _Toc54342921]RAN1 should decide the exact video traffic parameters further when SA WG4 XR study is finalized [3]. The parameters can include a frame size in terms of mean, variance, the maximum and the minimum value at least for the minimal acceptable encoding rate and the frame generation interval. 
[bookmark: _Toc54342922]Both DL and UL should be studied to understand the impact of a wide-spread deployment of XR services in a cellular network.
4	Performance measure
In this section, we discuss performance measure of XR evaluation. XR is a generic term that refers to different use cases which require both latency and reliability, similar as URLLC applications. Therefore, existing URLLC evaluation framework [4] can be used as a baseline to be considered for defining XR performance measure. 
Let us define the fraction of satisfied users as a XR performance measure as follows. 
· Fraction of satisfied users is the number of served users, whose target link reliability R is met under L latency bound, divided by the total number of users with XR traffic in a system. 
Based on this, the XR system capacity can be also defined as follows:
· C(L, R, Y) is the maximum number of users per cell under which Y% of UEs in a cell operate with target link reliability R under L latency bound
· X = (100 – Y) % is the percentage of UEs in outage
· A UE is satisfied when the UE can meet latency L and reliability R bound
Since each frame generated in an application layer can be segmented depending on a transport protocol before it arrives to RAN, both latency and reliability metric should be defined in an application layer. At the same time, since the SI focuses on RAN evaluation, the metric should exclude latency and error contribution from non-RAN parts, e.g., application layer, core network, and a transport layer. Therefore, based on [5], we have the following definition of latency and reliability for XR RAN evaluation. 
· User plane latency L: the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions.
· Reliability  R: it is defined as the success probability R of transmitting X bits within L seconds, which is the time it takes to deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality.
The selection of latency and reliability targets has direct impact on system performance, most notably the system capacity as illustrated in our initial performance results [6]. The exact parameters for latency and reliability criteria can be determined when the ongoing SA WG4 XR study is finalized.
Based on above discussion, we propose the followings. 
[bookmark: _Toc54342923]The fraction of satisfied users subject to frame latency bound with a reliability target should be considered as one system performance measure. 
[bookmark: _Toc54342924]Latency and reliability metrics for XR use cases should be measured per an application PDU but exclude latency and errors contributed by non-RAN aspects such as application, a core network, and a transport layer.
[bookmark: _Toc54342925]RAN1 should decide exact parameters for latency and reliability criteria further when ongoing SA WG4 XR study is finalized [3].  

UE power consumption for XR traffic should also be evaluated given it was identified as an important factor in [1]. Several NR UE power savings techniques were specified in Rel15/16, and more are being studied/specified as part of Rel17 UE power savings WI [7]. For XR SI, the focus would be on connected mode UE UL/DL power consumption. Evaluations for existing connected mode UE power savings techniques so far have shown that achieving power savings generally comes with a throughput/latency trade-off (e.g. see [8]). Latency is a key consideration for XR applications. Given this, baseline XR performance should be evaluated assuming that the UE is always available for scheduling (i.e., assuming no DRX or other power saving techniques), and any studies on power savings techniques should consider latency/throughput impact compared to the baseline.
[bookmark: _Toc54342926]Baseline XR performance should be evaluated assuming that the UE is always available for scheduling (i.e., DRX or other power saving techniques are not considered) and any studies on power savings techniques should consider latency/throughput impact compared to the baseline. 

Conclusion
In the previous sections we made the following observations: 
Observation 1	XR traffic is characterized by the mix of two different traffic types of media delivery and sensor/tracking data.
Observation 2	Video traffic is dominant in a network load compared to other traffic, e.g., sensor/tracking data, which has limited bandwidth requirements.
Observation 3	The frame size is varying over time at the same encoding rate and its mean size is dependent on encoding rate/resolution at application.
Observation 4	The frame size can be approximated to truncated Gaussian distribution with the minimum and the maximum frame size.
Observation 5	The frame arrival time, , to RAN can be approximated to be periodic with inverse relation to the frame refresh rate, , i.e. .

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to confirm that the VR1/VR2/AR1/AR2/Cloud gaming applications are of interest for Rel-17 study on XR evaluation for 5G NR and determine which of the use cases would need to be prioritized for the evaluation study.
Proposal 2	In the XR evaluation SI, RAN1 to treat cloud gaming with first priority, AR use cases with second priority, and VR use cases with third priority.
Proposal 3	The frame size for the video traffic may include a variance, e.g., Gaussian distribution, in time to be more realistic.
Proposal 4	The frame arrival time to RAN for the video traffic may be approximated to be periodic and equal to the inverse of a frame refresh rate.
Proposal 5	RAN1 should decide the exact video traffic parameters further when SA WG4 XR study is finalized [3]. The parameters can include a frame size in terms of mean, variance, the maximum and the minimum value at least for the minimal acceptable encoding rate and the frame generation interval.
Proposal 6	Both DL and UL should be studied to understand the impact of a wide-spread deployment of XR services in a cellular network.
Proposal 7	The fraction of satisfied users subject to frame latency bound with a reliability target should be considered as one system performance measure.
Proposal 8	Latency and reliability metrics for XR use cases should be measured per an application PDU but exclude latency and errors contributed by non-RAN aspects such as application, a core network, and a transport layer.
Proposal 9	RAN1 should decide exact parameters for latency and reliability criteria further when ongoing SA WG4 XR study is finalized [3].
Proposal 10	Baseline XR performance should be evaluated assuming that the UE is always available for scheduling (i.e., DRX or other power saving techniques are not considered) and any studies on power savings techniques should consider latency/throughput impact compared to the baseline.
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