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1 Introduction
In the Revised SID of Rel-17 XR Evaluations for NR [1], the objective of this study item are listed as follows:
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

This paper provides our views on the Rel-17 XR Evaluations for NR about:
· Study priorities on applications and deployment scenarios
· Traffic model
· KPIs and evaluation methodology
2 Study priorities on applications and deployment scenarios
According to TR 26.928 [2], the following XR and cloud gaming (CG) applications are identified:
· XR-CG1 -- VR: “Viewport dependent streaming”
· XR-CG2 -- VR: “Split Rendering: Viewport rendering with Time Warp in device”
· XR-CG3 -- AR: “XR Distributed Computing”
· XR-CG4 -- AR: “XR Conversational”
· XR-CG5 -- Cloud Gaming
Due to the limited RAN1 discussion time in R17, we think prioritization is needed for the 5 applications mentioned above. The principles for prioritization can be
· Use cases with urgent market needs
· Use cases requiring mobility across outdoor and indoor environments
· Typical deployment scenarios
With the high compound annual growth rate (CAGR) of cloud gaming (CG) as shown in Figure 1, there are soaring market demand for CG. Besides, with the high technology maturity and currently on-track CG service, say Google Stadia, Nvidia GeForce Now, and Sony PlayStation Now, CG seems to be an application with the highest business value among VR/AR/CG. We hence have the following proposal:
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Figure 1. Cloud gaming market trend
Proposal 1: Prioritize the evaluation of CG over AR/VR considering the highest business value of CG among VR/AR/CG.
As for the application of AR/VR, Figure 2 shows the user number growth evaluation in the US. It can be seen that AR has a higher popularity than VR. In addition, due to the soaring demand for electronic communications driven by COVID-19, conversational AR is drawing more attention. In terms of traffic and requirements perspective, AR is a superset of VR:
· DL: Same traffic patterns and requirements for AR/VR

· UL: VR’s traffic patterns and requirements subset of AR’s
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Figure 2. User number growth evaluation in the US

Therefore, we have the following proposal:
Proposal 2: Prioritize the evaluation of AR over VR considering the higher popularity of AR service. If VR is considered, prioritize indoor deployment scenario, e.g. Indoor Hotspot (InH).

Combining Proposal 1, 2 with some evaluation details, Proposal 3 is drawn below:

Proposal 3: Adopt the following study priorities on applications and deployment scenarios for R17 XR/CG:
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3 Traffic model 

We focused on traffic model for Cloud gaming based on real traffic measurement on some major cloud gaming platforms.
We captured the traffic on various platforms like Google Stadia, Nvidia GeForce Now and PlayStation Now.

We used the Google Stadia platform (Figure 3) and it is simply a Stadia chromecast and controller connected to the TV and to the WiFi Router and we used a packet sniffer capturing the traffic directly at the router. We played multiple games from the Stadia library with 60fps frame rate and using a 4K screen resolution. We used an 11ac WiFi AP on 5GHz band with 80MHz bandwidth offering 867Mbps phy throughput. The wireline connection was also good enough in terms of data rate and ping latency meeting Google stadia reference requirement to play the games.
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Figure 3: Google Stadia platform setting

The Wireline and the WiFi connection were both very good in terms of data rate and ping latency, meeting the Google Stadia reference requirement to play the games (Figure 4).
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Figure 4: Data rate reference (Source: Google Stadia)

 We have observed a periodic traffic with a period equal the inverse of the Frame Rate and with bursty traffic shape (Figure 5). The packet size is fixed on the Stadia platform to 1236 bytes regardless of the game played or the quality of the link. The inter-packet arrival time is fixed per game and also for a specific link quality but it is changing for different games and also if the link quality deteriorates. The burst length however is very dynamic and it follows a truncated Gaussian distribution. 
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Figure 5: Traffic shape on Google Stadia

Observation 1: The packet size is fixed on the Stadia platform to 1236 bytes regardless of the game played or the quality of the link. 
Observation 2: The burst length on Google Stadia is dynamic and follows a truncated Gaussian distribution. 

We compare in Table 1 the measured packet sizes and burst lengths on different gaming platforms. We also compare different games on the same platform and also compare one racing game on Stadia with bad and good link quality, we focused on SA4 category-B and category-C as they are the most common games played on these platforms. 

The main observations are regarding the packet size which has remained always fixed for Google Stadia and Nvidia but it is varying for PlayStation Now and follows a Pareto distribution. 

The second observation is that the packet size seems always limited by the Ethernet MTU of 1500 bytes on the different gaming platforms. 
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 Table 1: Packet size on different gaming platforms

Observation 3: Packet size is fixed for Google Stadia and Nvidia and is varying on PlayStation Now.
We compare in Table 2 across the gaming platforms, the measured packets inter-arrival time and the jitter. 

We observe that the packets inter-arrival time and the jitter are varying depending on the game characteristics and the link quality. Also different inter-arrival time are used across different platforms even for the same category of games. 

[image: image8.png]SA4 categories
Avg. Packets IAT (ms)
Observed Jitter (ms)
Bursts IAT (ms)

NVidia
“@nvioia
GEFORCE NOW

Real-time RPG
(Witcher)

Cat-B
0.1
5
16

Racing game
(Grid)
-bad link-

Cat-C
0.8
32
16

Google Stadia
Racing game Real-time RPG
(Grid) (Gylt)
-good link-
Cat-C Cat-B
0.2 0.2
8 8
16 17

Real-time RPG
(Steamworld)

Cat-B
0.6
24
17

PlayStation Now

o

Real-time RPG Racing game
(Shadow of the  (Nascar Heat 3)
tomb raider)
Cat-B Cat-C
0.2 0.17
10 8

17 16



Table 2: Arrival time on different gaming platforms
Observation 4: Packets inter-arrival time and the jitter are varying depending on the game characteristics and the link quality
Two potential traffic models that could be adopted in RAN1 for cloud gaming. 

The first traffic model is based on the observed traffic and it consists of bursty periodic traffic with period equal to the inverse of the Frame Rate and the length of bursts follow a truncated Gaussian distribution as in Figure 3:

· Observed Model:

· Bursty

· Fixed packet size

· Inter-burst period 1/FR sec

· Burst length follows truncated Gaussian distribution and depends on channel conditions and games/XR req.
The second model is a simplified model (Figure 6). It has also a periodic traffic with the period equal to the inverse of the Frame Rate. The packet size and the jitter follow a truncated Gaussian distribution. It’s our recommended model because it is a versatile model and doesn’t have the Ethernet size restriction of the first observed model and would be very relevant for scenarios like edge computing.  
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Figure 6: Simplified traffic model
· Simplified Model - recommended
· Periodic Traffic with period 1/FR sec. 

· Packet size follows truncated Gaussian distribution

· Jitter follows truncated Gaussian Distribution 
· Preferred model because: 
· Fixed ~1500 bytes packet size based on (widespread) Ethernet MTU size limit may be restrictive depending on deployment e.g. edge computing
Proposal 4: Adopt the proposed traffic model for cloud gaming traffic. 
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Table 3: Cloud gaming traffic parameters
In Table 3, we show some Cloud Gaming traffic parameters. From the measurements and the evaluation we have carried out, a data rate between 5 to 20Mbps is needed for Category B games and data rate between 10Mbps to 30Mbps is required for Category C games. We also propose here the parameters of the truncated Gaussian distribution both for the packet size and the jitter. We propose an average packet size of 20Kbytes and 25 Kbytes for category B and category C respectively. Regarding the jitter, 3 to 4 ms STD deviation are observed and the jitter can go as high as 15ms to 32 ms.

These jitter figures are measured on a wireline connection and may not be equally applicable to the 5G NR scenarios. But the jitter is important to model in the traffic model as it has a large impact on the gaming experience. 
Jitter is the fluctuation in the latency of the packets flowing through the network. By modelling the jitter in the network, we can take it into consideration in the PHY enhancements to optimize the user XR/Gaming experience. Network jitter happens due to variation in frame encoding time, network congestion, interference, route changes, poor network hardware performance, lack of packet prioritization etc. Edge compute can reduce baseline latency, but congestion in access still causes jitter.
In [3], the probability density functions of latency and jitter for VoD applications (Netflix using Google VP9 codec) have been measured on mobile networks. It was found that empirical delay and jitter measurements follow a lognormal distribution whose characteristic parameters, sigma (σ) and mu (µ), vary for different network providers in the UK. Their results indicate that, even for slight variations of the underlying jitter distribution, the QoE (MOS) distribution shows significant variation.

In [4], measurements for mobile cloud gaming with real-world cloud gaming experience was done in Los Angeles. Regarding the jitter for cloud gaming, they have emphasized the importance of jitter as a metric to evaluate the gaming experience and they recommend figures below 30ms for SD and below 10ms for HD but they didn’t evaluate higher resolution.  Appendix-C shows the measured packet loss and jitter for different operators in LA (AT&T, Sprint, T-Mobile, Verizon) on 4G and 5G networks.
There are two cases in terms of cloud server location that may affect the jitter and the packet size modelling: 
· Case 1: Cloud server is outside 3GPP network

· Case 2: Cloud server is within 3GPP network
The shown measurement assumes Case 1 and we observe 1500 bytes max packet size limitation. For Case 2, the 1500 bytes max packet size limitation may not apply. However, we still expect network routing and gNB buffering latency so jitter effect still exists. 
To model the jitter effect for both cases, we would prefer to have an independent jitter parameter.

Proposal 5: The jitter should be modelled as aa parameter in the traffic model. 

Regarding XR, the cloud gaming traffic model could be used as a baseline and extended as needed, and the XR traffic could be simply viewed as two independent synchronous streams or just one single steam with larger packets. 

Proposal 6: For the XR traffic, the Cloud Gaming traffic model could be used as a baseline and extended as needed.
4 KPIs and evaluation methodology

4.1 KPIs
In the Revised SID of Rel-17 XR Evaluations for NR [1], four aspects of XR/CG evaluations are highlighted:
· Power Considerations for XR and Cloud Gaming
· Capacity Considerations for XR and Cloud Gaming
· Mobility Considerations for XR and Cloud Gaming
· Coverage Considerations for XR and Cloud Gaming

To perform analysis for these four aspects, the KPIs and evaluation methodology should first be identified for further usage. For the KPIs, we have the following proposals:
Proposal 7: Adopt the following KPIs for XR/CG performance evaluation

· Capacity: Maximum number of users per cell, achieving 95% user satisfaction rate
· Power: UE power saving gain for a given system load, achieving system capacity
· Coverage: 5% cell edge UE satisfaction rate for a given system load, achieving system capacity
· Mobility: Interruption time portion due to mobility events in FR2 

· (including at least handover success and handover failure)
4.2 Capacity Evaluation
For capacity evaluation, DL data capacity and UL data capacity should be considered. For DL data capacity, CA can be included to jointly utilize a lower-band spectrum and a higher-band spectrum to enable boundless XR/CG experience. Besides, physical layer overhead impact (Ex. PDCCH/DMRS) to capacity can be evaluated. For UL data capacity, frequent data traffic, say joystick commands and head pose update, can be considered. The impact of TDD pattern to UL capacity should also be evaluated. We hence have the following proposal:
Proposal 8: Adopt the following evaluation assumptions for XR/CG capacity evaluation
	Reference configuration
	FR1
	FR2

	Duplex scenario
	TDD

	CA setting


	Lower band: DDDSU DDSUU

Higher band Alt. 1 (licensed): SUUDD
Higher band Alt. 2 (un-licensed): DDDDD

(Different TDD patterns for inter-band CA,
licensed/unlicensed SCell(s))
	4 x 100 MHz, 8 x 100 MHz 

· DDDSU



	PDCCH overhead
	PDCCH region of 1/2/3 symbols at beginning of a slot

	DMRS overhead
	PDSCH DMRS of 1/2/3 symbols 


4.2 Power Consumption Evaluation
For power consumption evaluation, we suggest to reuse the evaluation assumption agreed in R17 power saving (R1-2007419: LS on evaluation for connected mode UE power saving) as baseline with necessary modifications.
Proposal 9: Reuse the evaluation assumption agreed in R17 power saving as baseline with necessary modifications
· R1-2007419: LS on evaluation for connected mode UE power saving

In addition, to avoid duplicated effort in RAN1 discussion, we think R17 XR agenda can be dedicated to perform gap analysis for XR/CG power consumption compared to other eMBB applications, while the power saving solutions to be discussed in R17 power saving agenda.
Proposal 10: R17 XR agenda to perform gap analysis for XR/CG power consumption compared to other eMBB applications, while the power saving solutions to be discussed in R17 power saving agenda.
4.3 Mobility Evaluation
In Rel-16 mobility enhancement agenda, dual-active protocol stack (DAPS) based handover (HO) is developed to achieve close-to-0ms interruption time during HO operation. However, DAPS-based HO is not applicable when source and target cells are both in FR2. Therefore, we think FR2 mobility performance study can be prioritized due to the lack of Rel-16 DAPS-based HO support for FR2. We suggest to evaluate the following time distribution statistics of FR2 mobility: 
· Interruption time portion due to mobility events in FR2 

· including at least handover and handover failure

· simulating moving UE subject to geometrical bouncing circle
Proposal 11: Due to the lack of Rel-16 DAPS-based HO support for FR2, evaluate the following time distribution statistics of FR2 mobility:
· Interruption time portion due to mobility events in FR2
· including at least handover and handover failure

· simulating moving UE subject to geometrical bouncing circle
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4.4 Coverage Evaluation
For coverage evaluation, to us it seems to be a trade-off with capacity. For example, using PUSCH slot aggregation increases the coverage but sacrifices the throughput. As a result, we think coverage evaluation should be done in the agenda of R17 coverage enhancement.
Proposal 12: Coverage evaluation should be done in the agenda of R17 coverage enhancement considering that coverage is a trade-off with capacity. 
5 Summary 

In this contribution, we focus on the discussions for Rel-17 XR Evaluations for NR and have the following observations and proposals:
Proposal 1: Prioritize the evaluation of CG over AR/VR considering the highest business value of CG among VR/AR/CG.

Proposal 2: Prioritize the evaluation of AR over VR considering the higher popularity of AR service. If VR is considered, prioritize indoor deployment scenario, e.g. Indoor Hotspot (InH).
Proposal 3: Adopt the following study priorities on applications and deployment scenarios for R17 XR/CG:
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Observation 1: The packet size is fixed on the Stadia platform to 1236 bytes regardless of the game played or the quality of the link. 
Observation 2: The burst length on Google Stadia is dynamic and follows a truncated Gaussian distribution.
Observation 3: Packet size is fixed for Google Stadia and Nvidia and is varying on PlayStation Now.
Observation 4: Packets inter-arrival time and the jitter are varying depending on the game characteristics and the link quality
Proposal 4: Adopt the proposed traffic model for cloud gaming traffic. 
Proposal 5: The jitter should be modelled as a parameter in the traffic model. 

Proposal 6: For the XR traffic, the Cloud Gaming traffic model could be used as a baseline and extended as needed.
Proposal 7: Adopt the following KPIs for XR/CG performance evaluation

· Capacity: Maximum number of users per cell, achieving 95% user satisfaction rate

· Power: UE power saving gain for a given system load, achieving system capacity

· Coverage: 5% cell edge UE satisfaction rate for a given system load, achieving system capacity

· Mobility: Interruption time portion due to mobility events in FR2 

· (including at least handover success and handover failure)
Proposal 8: Adopt the following evaluation assumptions for XR/CG capacity evaluation
	Reference configuration
	FR1
	FR2

	Duplex scenario
	TDD

	CA setting


	Lower band: DDDSU DDSUU

Higher band Alt. 1 (licensed): SUUDD
Higher band Alt. 2 (un-licensed): DDDDD

(Different TDD patterns for inter-band CA,
licensed/unlicensed SCell(s))
	4 x 100 MHz, 8 x 100 MHz 

· DDDSU



	PDCCH overhead
	PDCCH region of 1/2/3 symbols at beginning of a slot

	DMRS overhead
	PDSCH DMRS of 1/2/3 symbols 


Proposal 9: Reuse the evaluation assumption agreed in R17 power saving as baseline with necessary modifications

· R1-2007419: LS on evaluation for connected mode UE power saving

Proposal 10: R17 XR agenda to perform gap analysis for XR/CG power consumption compared to other eMBB applications, while the power saving solutions, if required, to be discussed in R17 power saving agenda.
Proposal 11: Due to the lack of Rel-16 DAPS-based HO support for FR2, evaluate the following time distribution statistics of FR2 mobility:

· Interruption time portion due to mobility events in FR2
· including at least handover and handover failure

· simulating moving UE subject to geometrical bouncing circle
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Proposal 12: Coverage evaluation should be done in the agenda of R17 coverage enhancement considering that coverage is a trade-off with capacity. 
6 Reference

[1] RP-201145, “Revised SID on XR Evaluations for NR”, Qualcomm, RAN #88-e

[2] 3GPP TR 26.928 g00, ” Extended Reality (XR) in 5G; Technical Specification Group Services and System Aspects”
[3] “Direct propagation of network QoS distribution to subjective QoE for Video on Demand applications using VP9 codec” Abdul Wahab; Nafi Ahmad; John Schormans, Queen Mary University of London, IEEE 2020 International Wireless Communications and Mobile Computing (IWCMC)
[4] https://ihsmarkit.com/info/0420/rootmetrics-mobile-cloud-gaming-report.html
7 Appendix
Recommended SLS simulation parameters for capacity evaluation (FR1)
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Recommended SLS simulation parameters for capacity evaluation (FR2)
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Recommended SLS simulation parameters for mobility evaluation (FR2)
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