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Introduction
In RAN meeting #86, a new NR Rel-17 study item was created for reduced capability (RedCap) UEs for use cases including industrial wireless sensing, video surveillance and wearable devices. For RedCap UEs, power saving is an important design aspect due to the smaller form factor and longer battery lifetime requirement. To reflect these special requirements, the following objectives were made for the study item [1].
	Study UE power saving and battery lifetime enhancement for reduced capability UEs in applicable use cases (e.g. delay tolerant) [RAN2, RAN1]: 
· Reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits [RAN1].
· Extended DRX for RRC Inactive and/or Idle [RAN2]
· RRM relaxation for stationary devices [RAN2]


RAN1 #102-e determined three traffic models including instant messaging, heartbeat and VoIP and associated DRX configurations for RedCap power evaluation [2]. Power model for RedCap UE adopts BW scaling technique from 100MHz used by Rel-16 connected mode power model in [3] to 20MHz BW. To evaluate the PDCCH blocking performance loss due to reduced blind detection (BD), evaluation assumptions were discussed for PDCCH aggregation level distribution and PDCCH candidate number.
In this contribution, we will first provide power saving gain evaluation and PDCCH blocking probability evaluation results for 25% and 50% reduction of the BD limit. Based on the results, we propose techniques to achieve power saving for RedCap UE. We also discuss in more details about specific design aspects for the IIoT use case.
Power Saving Evaluation
In this section, we provide evaluation results for RedCap UE power saving by BD reduction in FR1. The following table for power model defined in RAN1 #102e is used. In the evaluation we assume a TDD UL DL configuration with 25% UL slots, i.e., a “DDDU” slot pattern. Results are collected for instant messaging, heartbeat and VoIP traffic models defined in RAN1 #102e [2]. These results include both 1 Rx and 2 Rx with same slot scheduling or cross-slot scheduling cases. 
	Parameters
	Values

	Deep Sleep (PDS)
	0.8

	Light Sleep (PLS)
	18

	Micro sleep (PMS)
	31

	PDCCH-only (PPDCCH)
	50 for same-slot scheduling, 
40 for cross-slot scheduling

	PDCCH + PDSCH (PPDCCH+PDSCH)
	120

	PDSCH-only (P_PDSCH)
	112

	SSB/CSI-RS proc. (PSSB)
	50

	Intra-frequency RRM measurement (Pintra)
	[60] Note4 (synchronous case, N=8, measurement only)
[80] Note4 (combined measurement and search)

	Inter-frequency RRM measurement (Pinter)
	[60] Note4 (neighbor cell search power per freq. layer)
[80] Note4 (measurement only per freq. layer)
Micro sleep power assumed for switch in/out a freq. layer

	Rules for power determination
	Adopting the following rule for power determination:
- Rule 1: ‘Micro sleep’ power of 1 Rx is [0.8]x2 Rx ‘Micro sleep’ power 
- Rule 2: For both 1 Rx and 2 Rx configuration,
- P(α) = max (Micro-sleep, α ∙ Pt + (1 – α) ∙ 0.7Pt))
- Pt is the PDCCH-only power for same slot and cross-slot scheduling cases.

	Additional transition energy and total transition time
	Same as in Table 19 of TR 38.840


Instant Messaging
The instant messaging (IM) traffic model and associated DRX settings are defined in the following table [2].
	 
	Instant messaging

	Model
	FTP model 3

	Packet size
	0.1 Mbytes

	Mean inter-arrival time
	2 sec

	DRX setting
	Period = 320 ms
Inactivity timer = 80 ms
FR1 On duration: 10 msec


The following table shows power saving gain for IM traffic model with 25% and 50% reduction of the BD limit.
Table 1 Power Saving Gain for IM Traffic
	
	2Rx same slot
	2Rx cross slot
	1Rx same slot
	1Rx cross slot

	No BD reduction
	4.8427
	4.3621
	3.9168
	3.5804

	25% BD reduction
	4.6624 (3.7231%)
	4.2179 (3.3057%)
	3.7906 (3.2220%)
	3.4794 (2.8209%)

	50% BD reduction
	4.4822 (7.4442%)
	4.0737 (6.6115%)
	3.6645 (6.4415%)
	3.4266 (4.2956%)


Heartbeat
For heartbeat traffic, the traffic model and associated DRX settings are defined in the following table [2]. In addition, due to the very long inter-arrival time, we assume the UE goes to idle mode after 10sec without data scheduling. The idle mode power consumption is assumed to be 0.94 for 1 Rx and 1 for 2 Rx based on: idle mode power consumption = deep sleep power + 0.2*antenna number scaling factor (i.e., 1 for 2 Rx and 0.7 for 1 Rx). The idle mode power consumption accounts for all idle mode activities.
	 
	Hearbeat

	Model
	FTP model 3

	Packet size
	100 Bytes

	Mean inter-arrival time
	60 sec

	DRX setting
	C-DRX cycle 640 msec
Inactivity timer {200, 80} msec
FR1 On duration: 10 msec


The following tables show power saving gain for the heartbeat traffic model with 25% and 50% reduction of the BD limit.
Table 2 Power Saving Gain for Hearbeat Traffic with Inactivity Timer = 80ms
	
	2Rx same slot
	2Rx cross slot
	1Rx same slot
	1Rx cross slot

	No BD reduction
	1.1882
	1.1611
	1.0955
	1.0765

	25% BD reduction
	1.1780 (0.8584%)
	1.1529 (0.7062%)
	1.0884 (0.6481%)
	1.0709 (0.5202%)

	50% BD reduction
	1.1679 (1.7085%)
	1.1448 (1.4038%)
	1.0813 (1.2962%)
	1.0679 (0.7989%)


Table 3 Power Saving Gain for Hearbeat Traffic with Inactivity Timer = 200ms
	
	2Rx same slot
	2Rx cross slot
	1Rx same slot
	1Rx cross slot

	No BD reduction
	1.2595
	1.2176
	1.1447
	1.1153

	25% BD reduction
	1.2437 (1.2545%)
	1.2050 (1.0348%)
	1.1337 (0.9610%)
	1.1065 (0.7890%)

	50% BD reduction
	1.2280 (2.5010%)
	1.1924 (2.0696%)
	1.1227 (1.9219%)
	1.1019 (1.2015%)


VoIP
For VoIP traffic, the traffic model and associated DRX settings are defined in the following table [2]. 
	 
	VoIP

	Model
	As defined in R1-070674. 
Assume max two packets bundled.

	Packet size
	

	Mean inter-arrival time
	

	DRX setting
	Period = 40 msec
Inactivity timer = 10 msec
FR1 On duration: 4 msec



	Main parameters of the VoIP traffic model (from R1-070674)

	Parameter
	Characterization

	Codec 
	RTP AMR 12.2, 
Source rate 12.2 kbps

	Encoder frame length
	20 ms

	Voice activity factor (VAF)
	50% (c=0.01, d=0.99)

	SID payload
	Modelled
15 Bytes (5Bytes + header)
SID packet every 160ms during silence

	Protocol Overhead with compressed header
	10 bit + padding (RTP-pre-header)
4 Byte (RTP/UDP/IP)
2 Byte (RLC/security)
16 bits (CRC)

	Total voice payload on air interface
	40 Bytes (AMR 12.2)


The following table shows power saving gain for the VoIP traffic model with 25% and 50% reduction of the BD limit.
Table 4 Power Saving Gain for VoIP Traffic
	
	2Rx same slot
	2Rx cross slot
	1Rx same slot
	1Rx cross slot

	No BD reduction
	3.5067
	3.3218
	3.1763
	3.0469

	25% BD reduction
	3.4374 (1.9762%)
	3.2663 (1.6708%)
	3.1278 (1.5269%)
	3.0080 (1.2767%)

	50% BD reduction
	3.3680 (3.9553%)
	3.2108 (3.3416%)
	3.0792 (3.0570%)
	2.9877 (1.9430%)


Comparison of IM, heartbeat and VoIP results indicates that the power saving gain has a strong dependency on the traffic pattern. In terms of power saving gain, IM > VoIP > heartbeat with 200ms inactivity timer > heartbeat with 80ms inactivity timer. In particular, heartbeat traffic has a limited power saving because the data reception occupies a very small portion in the entire UE operation time. When other power saving techniques including 1 Rx and cross-slot scheduling are adopted, the power saving gain due to BD reduction becomes smaller as the total power consumption for data reception related operations becomes smaller. Although there is no requirement for evaluating other higher data rate traffics, these traffics exists for RedCap use cases. For those traffics, the power saving gain is expected to be larger.
[bookmark: o1]Observation 1: Power saving gain by BD reduction has a dependency on traffic pattern, number of receiver antennas and scheduling scheme. Power saving gain can be larger for other higher data rate traffics of RedCap use cases than IM, heartbeat and VoIP.
PDCCH Blocking Probability Evaluation
In this section, we provide evaluation results of PDCCH blocking probability for BD limit reduction. We considered the following three aggregation level (AL) distributions for the set of AL values [1, 2, 4, 8, 16]
· Configuration 1: [0.5, 0.4, 0.05, 0.03, 0.02]
· Configuration 2: [0.1, 0.2, 0.4, 0.2, 0.1] 
· Configuration 3: [0.05, 0.05, 0.2, 0.3, 0.4]
Settings for the evaluation are included in the following table. It is assumed that the CORESET has 2 symbols, the number of DCI sizes per PDCCH candidate is 2 and the PDCCH is blocked if it can’t be scheduled in the given slot.
	Parameters
	Assumptions

	SCS/BW  
	FR1: 30KHz/20MHz
FR2: 120KHz/100MHz

	CORESET duration 
	2 symbols

	Number of DCI sizes
	2

	Delay toleration (Slot)
	1


Regarding the number of PDCCH candidates per AL, there was no agreement on the specific values from RAN1 #102-e. In this section, we have evaluated two options
· Option 1: A single AL is configured for each UE
· Option 2: All ALs are configured with the same set of numbers of PDCCH candidates for all UE
Option 1 assumes network tracks the channel condition of each UE. Then network can configure a subset (e.g., 1) of configurable ALs adaptively based on the UE’s channel condition. For example, if the UE is in a high SNR environment, a low AL such as 1 or 2 is configured. If the UE is in a low SNR environment, a high AL such as 8 or 16 is configured. For option 1, the number of PDCCH candidates for each AL is jointly determined by the number of CCEs in the CORESET assuming one PDCCH monitoring occasion per slot, the BD limit and the CCE limit. The number of PDCCH candidates for the AL configured to the UE is then given by the following formula

Option 2 assumes network has no knowledge about the channel condition of each UE. Then for all UEs, network configures the same set of ALs and the same set of numbers of PDCCH candidates associated with these ALs.
In reality, network configuration of the number of PDCCH candidates can be in between option 1 and option 2.
FR1 Evaluation 
For FR1 with SCS = 30 kHz, Rel-16 BD limit = 36 and CCE limit = 56 [4]. Figure 1 to Figure 3 show the effect of reducing the BD limit by [0%, 25%, 50%] using option 1 for different AL distribution configurations. 
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[bookmark: _Ref53579638][bookmark: _Ref53579623][bookmark: _Ref53579635]Figure 1: Option 1, AL distribution config 1
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Figure 2: Option 1, AL distribution config 2
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Figure 3: Option 1, AL distribution config 3
Figure 4 to Figure 6 show the effect of reducing the BD limit only by [0%, 25%, 50%] using option 2 for different AL distribution configurations. In this evaluation, the number of PDCCH candidates per AL ([1 2 4 8 16]) for option 2 is chosen as follows
	
	DCI sizes/PDCCH candidate = 2

	No BD Reduction
	[6, 6, 2, 2, 2]

	25% reduction in BD limit
	[4, 4, 2, 2, 1]

	50% reduction in BD limit
	[3, 3, 1, 1, 1]
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[bookmark: _Ref53665740]Figure 4: Option 2, AL distribution config 1
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Figure 5: Option 2, AL distribution config 2
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Figure 6: Option 2, AL distribution config 3
FR2 Evaluation 
For SCS = 120 kHz, Rel-16 BD limit = 20 and CCE limit = 32 [4]. For FR2, we reuse the same options and analysis approach as used for FR1. For option 2, the number of PDCCH candidates used for each AL ([1 2 4 8 16]) is the following:
	
	DCI sizes/PDCCH candidate = 2

	No BD Reduction
	[4 3 1 1 1]

	25% reduction in BD limit
	[3 2 1 1 1]

	50% reduction in BD limit
	[1 1 1 1 1]


Figure 7 to Figure 9 show the effect of reducing the BD limit by [0%, 25%, 50%] using option 1 for different AL distribution configurations. 
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[bookmark: _Ref47535176]Figure 7: Option 1, AL distribution config 1
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Figure 8: Option 1, AL distribution config 2
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[bookmark: _Ref53692402]Figure 9: Option 1, AL distribution config 3



Figure 10 to Figure 12 show the effect of reducing the BD limit by [0%, 25%, 50%] using option 2 for different AL distribution configurations. 
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[bookmark: _Ref53573158]Figure 10: Option 2, AL distribution config 1
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Figure 11: Option 2, AL distribution config 2
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[bookmark: _Ref53573175][bookmark: _GoBack]Figure 12: Option 2, AL distribution config 3


[bookmark: o2]Observation 2: For both FR1 (SCS=30kHz) and FR2 (SCS=120kHz), when 1 AL is configured per UE (i.e., option 1), reducing the BD limit does not significantly affect the multiplexing capability.
[bookmark: o3]Observation 3: For both FR1 (SCS=30kHz) and FR2 (SCS=120kHz), when multiple ALs are configured per UE (i.e., option 2), reducing the BD limit by 25% can be used without any significant loss to UE multiplexity capability for most cases. Reducing by 50% can be used with some multiplexing capability losses in certain cases.
[bookmark: p1]Proposal 1: For RedCap UEs, support BD limit reduction.
Techniques and Considerations
Power saving enhancement techniques were considered for Rel-16 and additional objectives were proposed for Rel-17 WI [5]. Many of these enhancements may be utilized and can be directly applicable to RedCap. However, RedCap UEs may have specific operation modes and use cases that may motivate additional power saving techniques. Hence, it may be beneficial to consider some of these techniques as part of the RedCap discussion.
NR has defined a single joint limit for PDCCH monitoring in all configured CSSs and USSs. In addition, configured PDCCH candidates in all CSSs will not result in a number of BDs that exceed the BD limit. I.e., no overbooking is expected for CSSs. For RedCap UEs, when the BD limit is reduced, it would be important to reserve certain number of BDs for PDCCH monitoring in CSSs so that control resource for broadcast PDCCHs is guaranteed. To this end, when BD limit is reduced, the reduction can be done differently for the CSS portion and USS portion. In particular, the reduction can be carried out as follows.
[bookmark: p2]Proposal 2: For RedCap UEs, BD limit reduction can be performed by the following steps.
· Split the Rel-16 BD limit into a CSS portion and a USS portion
· Reduce CSS and USS portion limit separately. More reduction can be made for the USS portion.
· Combine the reduced CSS limit and reduced USS limit to get a single limit for both CSSs and USSs.
This allows network to maintain the flexibility to balance PDCCH allocation between CSSs and USSs. If CCE limit reduction is agreed, it can be performed similarly.
BD and CCE limit defined in Table 10.1-2 and Table 10.1-3 in TS 38.213 is a per slot limit. This means the UE is expected to process such a number of BDs and CCEs in every slot. As mentioned above, this limit can be reduced so that the number of BDs and CCEs to be processed by the RedCap UE in each slot is smaller. An alternative way to reduce the BD and CCE limit is to let the UE monitor PDCCH in discontinues slots. By this means, UE will also process a reduced average number of BDs and CCEs per slot. This helps achieve similar or even better power saving compared to reducing the per-slot limit for BDs and CCEs. As observed in Rel-16 power saving, UE power consumption can be reduced when the number of UE PDCCH monitoring occasions is reduced. In addition, this technique can also work with Rel-16 cross-slot scheduling to relax the processing timeline requirement on for the PDCCH.
[bookmark: o4]Observation 4: Sparse PDCCH monitoring periodicity achieves a similar effect to reducing the BD limit per slot in the average sense.
For RedCap UEs, there are benefits to reduce the control signaling overhead by reducing the amount of resources for PDCCHs transmitted by network. Because the operation bandwidth can be narrower and user density can be higher, the number of UE specific PDCCHs available to RedCap UEs can be limited. In addition, reducing the control overhead allows the network to use higher PDCCH aggregation levels more often to compensate the coverage loss due to reduced number of Rx antennas. Besides, reducing the control overhead allows for further reduction of BD or CCE limit which results in more power saving.
[bookmark: o5]Observation 5: For RedCap UEs, control overhead reduction techniques can be adopted facilitate BD limit reduction and coverage enhancement.
Mini-slot based transmission is an essential technique to enable Rel-16 URLLC. For RedCap UE DL coverage enhancement purpose, mini-slot based PDCCH monitoring could be useful for enabling PDCCH repetition within a slot. For this, we think it is necessary to discuss the power consumption and power saving aspects for mini-slot based PDCCH monitoring. This is related to both the power saving and the coverage enhancement aspects for RedCap UEs.
[bookmark: o6]Observation 6: For RedCap UEs, Case 2 (mini-slot) based PDCCH monitoring can be adopted for coverage enhancement by PDCCH repetition.
In NR Rel-16, the PDCCH based wakeup signal (WUS) was found a very effective tool for UE connected mode power consumption reduction. For RedCap UEs, it is beneficial to further study potential enhancements of the WUS design to achieve additional power saving gain. For example, network can use WUS to trigger an early CSI measurement and report immediately after the UE wakes up in the ON duration.
[bookmark: p3]Proposal 3: For RedCap UEs, define enhancements of wakeup signal (WUS) such as early CSI measurement and report indication carried by WUS to achieve additional power saving gain.
RedCap use cases include industrial wireless sensors and video surveillance cameras. As indicated in the SID, the UEs associated with these use cases may be stationary and have UL heavy traffic models. Some of these use cases also have large latency requirements which may be utilized in power saving techniques:
· Industrial Wireless Sensors: < 100 ms, safety related: 5-10 ms
· Video Surveillance: < 500 ms
For the use cases having UL heavy traffic models, the main effects would be:
· Need to assign more resources to UL in a TDD system
· DL resource needs to be minimized (lean) to allow for more UL resources
· UL UE power consumption is more than DL, leading to more power consumption at the UE
UL heavy traffic models as well as large latency requirements for RedCap may motivate using reduced PDCCH monitoring occasions in time (i.e., reduced search space periodicity) to allow for more UL traffic opportunities (for a TDD system) and at the same time reduce UE power consumption (by reducing PDCCH monitoring). This can be done by sparsely configuring PDCCH monitoring occasions (sparse SS). This will reduce the “average” number of BDs and CCEs that the UE needs to do, which is one way to achieve the reduced BD and CCE limits as in the SID (refer to observation 4 above).
However, there may still be the need to have lower latency applications depending on the instantaneous traffic patterns. Hence, along with the sparse SS occasions, there may be a need to have additional “dynamic” SS occasions, where additional temporary SS occasions are allocated dynamically. Another option is to allow the UE to request SS occasions (on-demand) whenever needed (e.g., for UL grants or BM).
In addition, for FR2 beam management purposes, TCI updates may be sent over DCI or MAC-CE (requiring a DCI grant). Also, aperiodic beam training RSs (CSI-RS and SRS) may also be triggered using DCI. Relying only on sparsely configured PDCCH may have a negative impact on the beam management procedures. Hence, these additional “dynamic” or “on-demand” PDCCH or SS occasions may be also needed for beam management needs.
Given the above discussion, we need to consider ways to dynamically or on-demand configure additional SS sets in between sparsely configured semi-static SS occasions.
Another possible way to have additional control (e.g., DCI) between sparsely configured SS occasions, is to utilize already existing SCH messages to piggy-back this control information. For example, DCI messages may be piggy-backed on already granted PDSCH or on already configured and activated SPS occasions. This may reduce the need to have frequent SS occasions.
[bookmark: p4]Proposal 4: Consider ways to have additional DL control signaling opportunities between sparsely configured semi-static SS set occasions (reducing the “average” UE searches), e.g. by:
· Dynamically (dynamically allocated search space) configuring SS set occasions, or
· Allowing the UE to request SS occasions (on-demand) whenever needed, or
· Piggy-backing/multiplexing DL control signaling on already existing SCH messages (DG or SPS)
The above proposal focuses on additional resources between sparsely configured SS occasions (reducing the “average” UE searches) in the case additional DL control is needed. However, another way to reduce the “average” UE PDCCH searches is to consider having grant-less (PDCCH-less) messages, hence reducing the need for UE PDCCH monitoring. Examples may include:
· PDCCH-less (preconfigured) dynamic DL re-transmission
· Simultaneously scheduling one or more UEs for DL, UL, or joint DL+UL which can be motivated by having stationary UEs and the fact that multiple UEs may have the same traffic needs in the DL and/or UL
[bookmark: p5]Proposal 5: Consider ways to reduce the “average” UE PDCCH monitoring by:
· Allowing some messages to be preconfigured or pre-allocated (PDCCH-less), or
· Allowing simultaneous grant to multiple links (e.g., DL and UL) for more than 1 UE in a single DCI
Another aspect to consider for power savings is the semi-static configuration of CORESETs/search space sets and SPS/CG. In certain cases (e.g., stationary UEs), a CSS may be configured to cover a wide range of UEs and usages. In a certain network however, it may not be optimal to have the same basic configuration for all the UEs as this may lead to UEs doing unnecessarily high number of blind searches for PDCCH consuming more power. The same idea can also apply to USS where the network may need to quickly (dynamically) change one or more parameters without the need of RRC signaling​ which is both resource and power inefficient.
Also, in some systems, especially in reduced capability NR devices, there may be large number of UEs that are using preconfigured resources. This may reduce the flexibility of the network to accommodate/multiplex other UEs (e.g., eMBB users) at these preoccupied/preconfigured resources (e.g., CORESETs/search space sets, SPS, CG). The network may choose FDM to multiplex these UEs. However, this may not always be possible especially if the 2 UEs are using gNB Tx or Rx beams pointing in different directions. Thus, limiting the control resources may be very beneficial not only from power saving points of view, but also from spatial reservation point of view.
In addition, in certain cases, for SPS, the UE power and/or resources may be consumed un-necessarily (e.g., trying to decode non-existent PDSCH message in a SPS location). Therefore, ways need to be studied to further reduce un-necessarily power and resource consumption in cases of unused pre-configured resources like SPS and UL-CG and similarly or even SS set occasions.
Also, based on observation 2, BD limit reduction does not affect the multiplexing capability when 1 AL is used per UE. Therefore, using a dynamic adaptation for AL per UE may have some benefits.
[bookmark: p6]Proposal 6: Consider ways to dynamically change parameters for semi-static periodic messages (search space sets, SPS, CG) based on:
· Current environment (e.g., AL or number of PDCCH candidates, or SPS/CG parameters)
· Spatial needs (e.g., unblocking a preconfigured beam to serve another higher priority UE)
High Level Views on Further Enhancements for IIoT Use Case
Industrial Wireless Sensor Network, a typical IIoT use case, is one of the three key use cases described in the SID. According to the requirement, the UE density is up to one UE per 1m2 and the distance between gNB and UE is less than 500m. This implies a gNB may need to support up to 250,000 UEs. On the other hand, the size of the messages can be very small such as 20 bytes. The main characteristic of wireless sensor network is uplink heavy traffic with small packets. On the other hand, wireless sensor network may not be the only IIoT use case. In some deployment, we may also have high density actuators which takes command from network and performs certain tasks. Therefore, though wireless sensor network use case has been identified in the SID, we should not limit ourselves to UL only traffic in the IIoT use case, and should include DL traffic with small packet sizes as well.
As we all know, the coding gain of small packets is lower than large packets. Besides, for actuator traffic, the downlink traffic is heavy as well. The design challenge is how to deal with this heavy traffic with small packets for this scenario. For PDCCH monitoring reduction, BD and CCE capability reduction can be obtained by doing less blind detection per slot and power saving can be obtained mainly by decoding once every multiple slots. To meet the requirements of this use case, we think the following enhancements can be helpful:   
· CG-UL and SPS-DL enhancement
· DCI piggyback over PDSCH
· MUP (Multiple User Packets) over single PDSCH 

The main advantage for CG-UL and SPS-DL enhancement of providing multiple opportunities for each occasion is that UE does not need to monitor DL and UL grants anymore except handling the retransmission grants with low probability. In addition, we can use simple SPS-DL and CG-UL configuration to handle more complex traffic pattern which may not be exactly periodic. It can also reduce the need for DG if the traffic arrives not at the fixed location. 

DCI piggyback over PDSCH can help a lot for power saving. The UE does not need to keep monitoring control frequently. Instead, the UE can monitor a sparse control over time, and if there is data for the UE, the DCI can be piggyback in the PDSCH portion to keep the UE scheduled. On the other hand, this functionality can also be achieved with DRX design. For example, a UE can monitor control indication during DRX ON portion. If there is data for the UE, the UE will stay awake to monitor more control information.  

To support heavy traffic with aperiodic small packets, the network loading on PDCCH is very high. The PDCCH loading can be reduced greatly by using MUP. The basic concept of the MUP is that we can use single DCI to indicate single PDSCH in normal way. The single DCI should be common for a group UEs and transmitted in a CSS. The TBs of the group UEs are aggregated into single TB and transmitted over single PDSCH. The sub-header set indicates the TB size per UE and is transmitted in PDSCH together with the TBS. Given reduced PDCCH monitoring capability with less number of BDs, it will be harder to schedule multiple UEs. For instance, if a UE only monitors one BD, then that is the only place to schedule the UE. However, if two UEs hash to the same BD, only one of them can be scheduled. With MUP, we can schedule both UEs if they hash to the same BD location. 

[image: ]
Figure 13 Illustration for MUP + DCI piggyback 

In fact, we can apply DCI piggyback over PDSCH to MUP design. The detailed design is depicted in figure 5-1. The traffic (TB) from multiple UEs are aggregated together to form a combo TB and the combo TB is transmitted in a PDSCH. A header is formed including multiple subheaders with each for one TB in the combo TB. The sub-header carries information about UE-ID, the range of the TB to the user in the combo TB. The header is Polar encoded and transmitted in a subset of resources in the PDSCH. The header will share DMRS of PDSCH and the PDSCH will rate match around the piggyback header. There is a DCI (with a group-RNTI) to all the configured UEs, so all UEs can decode the DCI and the DCI will indicate the PDSCH, and also provide information on the header. A UE configured with the group-RNTI will be able to decode the DCI, figures out the header information, decode the header, and parse the header for sub-header. Then the UE will check if there is a subheader for itself and proceed with PDSCH decoding if yes.
[bookmark: o7]Observation 7: The enhancements of CG-UL and SPS-DL enhancement, DCI piggyback over PDSCH, and MUP over single PDSCH can work well for use case of IIoT in terms of PDCCH monitoring reduction and power saving. 
In addition, enhancements of DCI piggyback over PDSCH and MUP over single PDSCH can work for coverage recovery in this SID. 
[bookmark: p7]Proposal 7: For PDCCH monitoring reduction and power saving for IIoT scenario, study the enhancements including CG-UL and SPS-DL enhancement, DCI piggyback over PDSCH, and MUP over single PDSCH. 
Conclusion
In this contribution, we discussed the considerations for PDCCH monitoring reduction and power saving of RedCap devices. To conclude this paper, we provided the following observations and proposals: 
Observation 1: Power saving gain by BD reduction has a dependency on traffic pattern, number of receiver antennas and scheduling scheme. Power saving gain can be larger for other higher data rate traffics of RedCap use cases than IM, heartbeat and VoIP.
Observation 2: For both FR1 (SCS=30kHz) and FR2 (SCS=120kHz), when 1 AL is configured per UE (i.e., option 1), reducing the BD limit does not significantly affect the multiplexing capability.
Observation 3: For both FR1 (SCS=30kHz) and FR2 (SCS=120kHz), when multiple ALs are configured per UE (i.e., option 2), reducing the BD limit by 25% can be used without any significant loss to UE multiplexity capability for most cases. Reducing by 50% can be used with some multiplexing capability losses in certain cases.
Observation 4: Sparse PDCCH monitoring periodicity achieves a similar effect to reducing the BD limit per slot in the average sense.
Observation 5: For RedCap UEs, control overhead reduction techniques can be adopted facilitate BD limit reduction and coverage enhancement.
Observation 6: For RedCap UEs, Case 2 (mini-slot) based PDCCH monitoring can be adopted for coverage enhancement by PDCCH repetition.
Observation 7: The enhancements of CG-UL and SPS-DL enhancement, DCI piggyback over PDSCH, and MUP over single PDSCH can work well for use case of IIoT in terms of PDCCH monitoring reduction and power saving. 

Proposal 1: For RedCap UEs, support BD limit reduction.
Proposal 2: For RedCap UEs, BD limit reduction can be performed by the following steps.
· Split the Rel-16 BD limit into a CSS portion and a USS portion
· Reduce CSS and USS portion limit separately. More reduction can be made for the USS portion.
· Combine the reduced CSS limit and reduced USS limit to get a single limit for both CSSs and USSs.
Proposal 3: For RedCap UEs, define enhancements of wakeup signal (WUS) such as early CSI measurement and report indication carried by WUS to achieve additional power saving gain.
Proposal 4: Consider ways to have additional DL control signaling opportunities between sparsely configured semi-static SS set occasions (reducing the “average” UE searches), e.g. by:
· Dynamically (dynamically allocated search space) configuring SS set occasions, or
· Allowing the UE to request SS occasions (on-demand) whenever needed, or
· Piggy-backing/multiplexing DL control signaling on already existing SCH messages (DG or SPS)

Proposal 5: Consider ways to reduce the “average” UE PDCCH monitoring by:
· Allowing some messages to be preconfigured or pre-allocated (PDCCH-less), or
· Allowing simultaneous grant to multiple links (e.g., DL and UL) for more than 1 UE in a single DCI

Proposal 6: Consider ways to dynamically change parameters for semi-static periodic messages (search space sets, SPS, CG) based on:
· Current environment (e.g., AL or number of PDCCH candidates, or SPS/CG parameters)
· Spatial needs (e.g., unblocking a preconfigured beam to serve another higher priority UE)
Proposal 7: For PDCCH monitoring reduction and power saving for IIoT scenario, study the enhancements including CG-UL and SPS-DL enhancement, DCI piggyback over PDSCH, and MUP over single PDSCH. 
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