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Introduction
In the last e-meeting, following agreement was made [1]:
	Agreements:
· Take the following use cases as the representative use cases for further study on propagation delay compensation enhancements in Rel-17. 
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement  (note)
	Service area 
	Scenario

	2
	Up to 300 UEs
	≤900 ns
	≤ 1000 m x 100 m
	Control-to-control communication for industrial controller

	4
	Up to 100 UEs
	<1  µs
	< 20 km2
	Smart Grid: synchronicity between PMUs



Agreements:
· 8*64*Tc/2 as the TA indicating error is assumed in the evaluation.

Agreements:
For 5GS synchronicity budget requirement, 
· One Uu interface is assumed for smart grid. 
· Two Uu interfaces are assumed for control-to-control.

Agreements:
For BS transmit timing error, further study the following three options: 
· Option 1: 65 ns 
· Option 2:±130ns for the indoor scenario and ±200ns for the smart grid scenario
· Option 3:82.5 ns

Agreements:
The value defined in Table 7.1.2-1 for initial transmit timing error (Te) in TS 38.133 should be considered for evaluation of the time synchronization.  

Agreements:
The following options for propagation delay compensation are further studied in RAN1  
· Option 1: TA-based propagation delay
· Option 1a: Propagation delay estimation based on legacy Timing advance (potentially with enhanced TA indication granularity).
· Option 1b: Propagation delay estimation based on timing advanced enhanced for time synchronization (as 1a but with updated RAN4 requirements to TA adjustment error and Te)
· Option 1c: Propagation delay estimation based on a new dedicated signaling with finer delay compensation granularity (Separated signaling from TA so that TA procedure is not affected)

· Option 2: RTT based delay compensation:
· Propagation delay estimation based on an RAN managed Rx-Tx procedure intended for time synchronization (FFS to expand or separate procedure/signaling to positioning). 



In this contribution, we discuss and provide our views on propagation delay compensation enhancements and necessity of RAN1 involvement. 

Discussion
1.1. Uu interface budget among 5GS synchronicity budget requirement
In the representative use cases for further study, 5GS synchronicity budget is specified. According to [2], the clock synchronicity requirement refers to the clock synchronicity budget for the 5G system, not only for Uu interface. In order to investigate the necessity of propagation delay compensation, the synchronicity budget requirement for Uu interface need to be specified. 
The representative use case of control-to-control (CtC) communication is assumed to have two Uu interface and the smart grid(SG) scenario has only one Uu interface. Considering networks entities, followings are can be considered. 
As Figure 1 shows, CtC scenario has a lot of communication end points. There are at least 4 communication interface involving synchronization; two Uu interface and two core interface (X2/Xn, S1/NG, and etc.). Therefore, synchronicity budget of one Uu interface would be half of remaining budget after excluding two synchronicity budget of core interface. In addition to this, we may need to consider Device error  causing outside of RAN1. 
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Figure 1. Illustration of control-to-control communication scenario
In case of smart grid scenario, Figure 2, it could be one-way transmission (Master node informs timing). Given that, there would be at least 4 communication interface involving synchronization; one Uu interface and one core interface. Similarly, we can get Uu interface budget for smart grid scenario. . 
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Figure 2. Illustration of smart grid communication scenario

Core interface error may be various up to network architecture. For example, if gNB may perform a role of sync master, it could be minimized. If multiple hops are required between gNB and master node, tens of nano second error would be happened for each hop and network routing device. As an optimistic consideration; the network architecture is dedicated for this service, we assume error budget consumed by core network is 100ns in average sense. 
Device error is about synchronization error inside a device even without any communications. If tens of nano second per hop can be assumed for network, error of device part also can be assumed around 50 ns just for measuring Uu interface budget.
With above assumption, roughly derived Uu interface synchronization budget would be following:


It should be note that those derived budget should be upper bound, since those values are derived by optimistic assumption. 

1.2. Simple analysis of PD compensation
If TSN network doesn’t consider any PD compensation, Uu budget would be dependant by propagation delay and cell radius. For example, considering use case of 1000m by 100m, we assume the maximum distance between a UE and gNB is 500m and the maximum propagation delay is 1.6 us. Thus, 800 ns synchronization budget would be able to cover this propagation delay error without any compensation. (if we assume propagation delay of 800 ns, error will be ±800 ns). Unfortunately, those scenarios are requiring larger cell radius or less Uu interface budget.
In order to compensate propagation delay, existing TA can be considered. Assume that UE is synchronized by reference timing and TA compensation, simplest procedure would be similar to figure 2. 
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Figure 3. Brief synchronization procedure between UE and gNB.
In Figure 3, each node perform one transmission of reference signal and one detection of reference signaling of counterpart. Each detection and RS transmission would make timing error. 
· Timing error of gNB transmission can be assumed as 65ns 
· The value defined in Table 7.1.2-1 for initial transmit timing error (Te) in TS 38.133 can reflect SSB reception of UE. it would be from 260 ns to 325 ns ((from 8 to 10)*64*Tc )
· BS detecting error can be assumed as 100ns 
· TA indication error can be assumed as 130ns or 260ns depending on SCS. 
It should be note that some error are correlated to other. For example, positive or negative gNB transmission timing error could make UE detecting error better or worse. However, though such optimistic consideration, potential error with existing procedure clearly exceeds Uu interface synchronization budget for CtC scenario (≤350ns). In addition, according to the maximum timing synchronization error results with UE propagation delay compensation summarized in the NR Industrial Internet of Things (IoT) study item, it cannot meet Uu interface synchronization error budget for both 15 kHz and 30 kHz case 
Table 1: Summary of maximum timing synchronization error results 
with UE propagation delay compensation from IIoT SI [3].
	
	15kHz SCS
	30kHz SCS
	60kHz SCS

	Source
R1-1900156 [21]
	488ns
	357.5ns
	276.5ns

	Source
R1-1901334 [22]
	505ns
	371ns
	287.5ns

	Source
R1-1900935 [23]
	472.5ns
	338.5ns
	

	Source
R1-1901252 [24]
	536ns
	438ns
	357ns



Observation: Legacy propagation delay compensation cannot meet the requirement of control-to-control scenario. 

1.3. Possible option on RAN1 involvement
We see any kind of RAN1 involvement is necessary in order to support control-to-control scenario. In the last meeting, following four options has been considered: 
· Option 1: TA-based propagation delay
· Option 1a: Propagation delay estimation based on legacy Timing advance (potentially with enhanced TA indication granularity).
· Option 1b: Propagation delay estimation based on timing advanced enhanced for time synchronization (as 1a but with updated RAN4 requirements to TA adjustment error and Te)
· Option 1c: Propagation delay estimation based on a new dedicated signaling with finer delay compensation granularity (Separated signaling from TA so that TA procedure is not affected)

· Option 2: RTT based delay compensation:
· Propagation delay estimation based on an RAN managed Rx-Tx procedure intended for time synchronization (FFS to expand or separate procedure/signaling to positioning). 
Considering upper bound of synchronization error budget, Option 1b should be considered as baseline since error portion of initial timing error Te is quite dominant among error component. If it is still not feasible to meet synchronization error budget after minimization of Te, enhanced PD compensation need to be designed. 
With the legacy TA granularity which contributes 130ns to sync inaccuracy, it seems not to satisfy the requirement considering the above-mentioned network part accuracy budget. UE needs finer PD values to compensate PD precisely and we prefer option 1c (a new dedicated signaling with finer delay compensation granularity). In addition, if PD can be estimated more precisely by option 2, option 2 can be considered to provide more accurate PD update information along with finer PD granularity.
Proposal: Take option 1-b as a baseline for PD compensation enhancement. Consider Option 1-c or option 2 for enhanced PD compensation under option 1-b if necessary. 

Conclusions
In this contribution, propagation delay compensation enhancements and necessity of RAN1 involvement were discussed, and the followings are proposed.
Observation: Legacy propagation delay compensation cannot meet the requirement of control-to-control scenario. 
Proposal: Take option 1-b as a baseline for PD compensation enhancement. Consider Option 1-c or option 2 for enhanced PD compensation under option 1-b if necessary. 
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