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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53822765]In RAN#86, the new study item on XR evaluation for NR was approved with the following objectives [1], 
 (
The following applications are to be considered as starting points for this study: 
VR1: “Viewport dependent streaming”
VR2: “Split Rendering: Viewport rendering with Time Warp in device”
AR1: “XR Distributed Computing”
AR2: “XR Conversational”
CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.
The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics
:
UL and DL File Size distribution (e.g., Pareto with given parameters)
UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements
: 
Round-trip-time or UL and DL one-way Packet delay budget (PDB)
UL and DL Packet error rate (PER)
The objective of this study item are as follows:
Confirm XR and Cloud Gaming applications of interest
Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4
)
In our companion contribution [2], we provide our views on XR applications, traffic models and evaluation methodologies. According to our proposed traffic models and evaluation methodologies, this contribution presents our initial performance evaluation results on XR.
2. Performance evaluation results
[bookmark: OLE_LINK8][bookmark: _Hlk52372502]In this section, the system performance of capacity, power consumption and coverage are evaluated, considering both Indoor Hotspot and Dense Urban scenarios. The overall evaluation assumptions for XR are listed in Appendix A. 
2.1. Capacity
The initial simulation results of capacity for XR and Cloud Gaming are described for downlink and uplink separately as follows.
2.1.1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]DL
The following different cases are corresponding to different DL traffic models, and the detailed parameters are shown in Table 1.  Case 1 and Case 2 can be regarded as 2K by 2K per eye, while Case 3 can be regarded as 4K by 4K per eye. For Case 1, packets of two eyes are generated and transmitted at the same time. For Case 2 and Case 3, packets of two eyes are generated and transmitted alternately. Case 4 corresponds to the traffic model of Cloud Gaming, in which the same frame is rendered for both eyes. The key metric of DL capacity evaluation is the percentage of UEs with ≥99% packets successfully delivered within PDB. 
[bookmark: _Ref54014312][bookmark: _Ref47726392][bookmark: _Ref47342177][bookmark: _Ref47187971]Table 1. Different traffic models for XR and Cloud Gaming
	Cases
	Use case
	Packet Mean
	Packet STD
	Packet Max
	Packet Min
	Packet Period
	PDB

	Case 1
	VR/AR
	104000Bytes
	13000Bytes
	162500Bytes
	67Bytes
	16.67ms
	10ms

	Case 2
	
	52000Bytes
	6500Bytes
	81250Bytes
	67Bytes
	8.33ms
	10ms

	Case 3
	
	104000Bytes
	13000Bytes
	162500Bytes
	67Bytes
	8.33ms
	10ms

	Case 4
	CG
	52000Bytes
	6500Bytes
	81250Bytes
	67Bytes
	16.67ms
	15ms


· VR/AR
For VR/AR cases, the system performance for FR1 and FR2 are evaluated separately.
· FR1
· [bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: OLE_LINK7]Indoor Hotspot, 4GHz, DDDSUDDSUU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54014204]Figure 1. FR1 VR/AR capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 4GHz, DDDSUDDSUU
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	(a) Capacity
	(b) RU


Figure 2. FR1 VR/AR capacity simulation results in Dense Urban scenario
Based on the system-level simulation results above, it can be observed that the percentage of UEs with ≥99% packets successfully delivered within PDB is decreased with the increasing of the number of UEs per cell, due to resource utilization increasing rapidly. 
Compared to Case 1, the capacity performance for Case 2 is better. This is because the PDB for two-eye frame transmission in Case 1 is bounded to 10 ms, while the PDB of each frame transmission in Case 2 is independent, implying that the total PDB for two-eye frame transmission in Case 2 is longer. As for Case 3, the percentage of UEs with ≥99% packets successfully delivered within PDB is lower than that in Case 1 and Case 2, resulting from the smaller packet period compared to Case 1, and the data-rate in Case 3 is about twice than Case 1. In Case2 and Case 3, the same packet arrival period is applied, but in Case 3 bigger packets are assumed, which means a higher resolution and more data will be transmitted. 
[bookmark: _Ref53480436]Observation 1: For VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, the capacity performance is degraded with the increasing of the number of UEs per cell.
· FR2
· Indoor Hotspot, 28GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54037245]Figure 3. FR2 VR/AR capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 28GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54037138][bookmark: _Ref54014242]Figure 4. FR2 VR/AR capacity simulation results in Dense Urban scenario
As shown in Figure 3 and Figure 4, with less than or equal to 30 UEs per cell, the percentage of UEs with ≥99% packets successfully delivered within PDB for Case 1 and Case 2 are above 98%, and the resource utilization is only about 60% with 30 users per cell. For Case 3, at least 15 users per cell can be supported in FR2, where there is more than 90% UEs with ≥99% packets delivered within PDB both in Indoor Hotspot and Dense Urban scenario. Compared to FR1, it is obvious that FR2 can accommodate more users due to wider bandwidth and more transmission opportunities. 
[bookmark: _Ref54362576][bookmark: _Ref53480440][bookmark: OLE_LINK3][bookmark: OLE_LINK4]Observation 2: For VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR2, at least 30, 30 and 15 users per cell can be supported for Case1, Case2 and Case3 respectively, with more than 90% UEs with ≥99% packets delivered within PDB.
· Cloud Gaming
For Cloud Gaming, Case 4 in Table 1 is evaluated, and corresponding simulation results for FR1 are depicted as follows. 
· Indoor Hotspot, 4GHz, DDDSUDDSUU
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	(a) Capacity
	(b) RU


Figure 5. Cloud Gaming capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 4GHz, DDDSUDDSUU
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	(a) Capacity
	(b) RU


Figure 6. Cloud Gaming capacity simulation results in Dense Urban scenario
It can be observed that the percentage of UEs with ≥99% packets successfully delivered within PDB could reach nearly 100% for Cloud Gaming, because of smaller packet sizes, larger packet arrival period and looser PDB requirements. As shown in the above figure, the resource utilization is significantly lower for Cloud Gaming.
[bookmark: _Ref53480441]Observation 3: For Cloud Gaming traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, at least 15 users per cell can be supported with the percentage of users with ≥99% packets successfully delivered within PDB larger than 90%.
2.1.2. UL
In FR1 uplink simulation, interaction/pose information delivering and scene updating are both evaluated. The traffic models for interaction and pose information delivering are shown in Table 2. For the case of interaction and pose information delivering, the key metric of UL capacity evaluation is the 95th percentile user interaction delay. For the case of scene updating, DL capacity evaluation methodology can be reused. 
[bookmark: _Ref54014422]Table 2. UL traffic models for interaction and pose information
	Pose cases
	Packet Size
	Packet Period
	PDB

	Case 1
	Fixed, 100Bytes
	1ms
	10ms

	Case 2
	Fixed, 100Bytes
	2ms
	10ms


· Interaction/pose information delivering
· FR1
· 4GHz, DDDSUDDSUU
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	[image: ]

	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref54037259]Figure 7. UL capacity simulation results in FR1 for interaction/pose information
[bookmark: _Hlk53238303]As shown in Figure 7, it can be observed that the 95th percentile user interaction delay for Case 2 is nearly same for different numbers of UEs per cell. For Case 1, the 95th percentile user interaction delay is slightly higher than that for Case 2 because of the higher traffic load for Case 1. Moreover, the 95th percentile user interaction delay is far below the uplink PDB requirement.
[bookmark: _Ref53480443]Observation 4: For uplink traffic of interaction/pose information delivering in FR1, when the number of UEs per cell is no more than 16, 95th percentile user interaction delay is far below 10ms.
· FR2
· Indoor Hotspot, 28GHz, DDDSU
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	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref54037267]Figure 8. UL capacity simulation results in FR2 for interaction/pose information
[bookmark: _Hlk53756965]As shown in Figure 8, it can be observed that the 95th percentile user interaction delay increases with the increasing of the number of UEs per cell in both Indoor Hotspot and Dense Urban scenarios. Compared to FR1, it is obvious that FR2 has poor performance since beam-based single-user scheduling is assumed.
[bookmark: _Ref53480445][bookmark: _Ref54362581]Observation 5: For uplink traffic of interaction/pose information delivering in FR2, the 95th percentile user interaction delay increases significantly with the increasing of the number of UEs per cell.
· Scene updating
For the case of scene updating, evaluation is performed only in Indoor Hotspot scenario.
· FR1
· Indoor Hotspot, 4GHz, DDDSUDDSUU
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	(a) Capacity
	(b) RU


Figure 9. UL capacity simulation results in FR1 for scene information
It can be observed that the percentage of UEs with ≥99% packets successfully delivered within PDB decreases rapidly as the increase of the number of UEs per cell in both Indoor Hotspot and Dense Urban scenarios. Especially, when up to 10 UEs per cell are assumed, the percentage of UEs with ≥99% packets successfully delivered within PDB is close to 0%. The resources are nearly exhausted when 7 users per cell are assumed for Case 1 and Case 2, and 4 users for Case 3.
· FR2
· Indoor Hotspot, 28GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54037282][bookmark: _Ref54014550]Figure 10. UL capacity simulation results in FR2 for scene information
As shown in Figure 10, on one hand, similar to DL capacity evaluation results, it is obvious that FR2 can accommodate more users due to wider bandwidth and more transmission opportunities compared to FR1. On the other hand, UL evaluation results for both FR1 and FR2 are significantly worse than DL evaluation results, due to less uplink resources.
[bookmark: _Ref53480446]Observation 6: For uplink traffic of scene updating, the uplink evaluation results for both FR1 and FR2 are significantly worse than the downlink evaluation results.
2.2. Power consumption
In the following power consumption evaluation, the retransmission timers such as drx-RetransmissionTimer and drx-HARQ-RTT-Timer are not modelled, and only a single user per cell is assumed in Dense Urban scenario. In addition, the DL traffic model for Case 1 is adopted. Table 3 provides two sets of DRX configurations, both of which can satisfy the DL capacity requirement, that is, the percentage of UEs with ≥99% packets successfully delivered within PDB is not less than 90%.
[bookmark: _Ref54014582]Table 3. DRX configurations
	DRX parameters
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	DRX configuration 1
	8
	4
	1

	DRX configuration 2
	10
	5
	1



[image: ]
[bookmark: _Ref54362265]Figure 11. The ratio of different power state time
[image: ]
[bookmark: _Ref54359783]Figure 12. Power consumption results for different DRX configurations
[image: ]
[bookmark: _Ref54359926]Figure 13. Percentage of UEs satisfying requirements in different DRX configurations
From Figure 11, it can be observed that the PDCCH-only proportion can be reduced by half which is changed into micro sleep with DRX configurations, compared to that without DRX. However, due to the short traffic arrival time interval, there is no time for deep sleep, light sleep and related state transition. From Figure 12, it is obvious that the total power consumption can be reduced by 21.8% by using DRX configurations. Figure 13 compares DL capacity performance metrics for different cases further. Compared to the case without DRX, the UE capacity will suffer a little bit decrease due to packet scheduling latency caused by DRX configuration. The smaller the DRX cycle, the lower latency and smaller impact on UE capacity. Capacity evaluation with DRX configuration for more than 1 user per cell could be evaluated further if required.
[bookmark: _Ref53480447]Observation 7: Up to 21.8% power saving gain can be achieved by appropriate DRX configuration, at the same time DL capacity performance is guaranteed, compared to the case without DRX.
[bookmark: _Ref53480448]Observation 8: Due to the short time interval of traffic arrival, there is no time for deep sleep and light sleep with DRX configuration.
[bookmark: _Ref53480450]Observation 9: Enabling DRX has a slight impact on the percentage of UEs satisfying requirements for DL.
2.3. Coverage
In our companion contribution, we propose to use max isotropic loss (MIL) as the XR coverage evaluation metric. The MIL can be deduced based on link budget template. Evaluation assumptions for capacity evaluation can be reused, and the evaluation results of MIL for different scenarios are shown below.
2.3.1. DL
· FR1
[bookmark: _Hlk53581115][bookmark: _Hlk53580479]Following carrier frequencies and frame structures are considered in FR1, and only NLOS outdoor-to-indoor is considered for Dense Urban scenario. In XR evaluation, the target data rate of PDSCH is 50Mbps or 100Mbps, so massive data need to be transmitted in limited resources, which results in decreasing of transmission performance. The evaluation results of Dense Urban scenario are shown in Figure 14. It can be observed that PDSCH is the bottleneck channel among all DL channels, based on MIL.
· 4GHz, DDDSUDDSUU
[image: ]
[bookmark: _Ref54362399]Figure 14. DL MIL in Dense Urban scenario for 4GHz, DDDSUDDSUU
[bookmark: _Ref54362587]Observation 10: In Dense Urban scenario in FR1, PDSCH is the bottleneck channel among downlink channels.
· FR2
Following carrier frequency and frame structures are considered in FR2, and only NLOS indoor-to-indoor is considered for Indoor Hotspot scenario. And for Dense Urban scenario, only NLOS outdoor-to-indoor is evaluated. The evaluation results for Indoor Hotspot and Dense Urban scenarios in FR2 are shown in Figure 15. It can be observed that PDSCH is the bottleneck channel among all DL channels due to the requirement of high data rate.
· 28GHz, DDDSU
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	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref54362416]Figure 15. DL MIL for 28GHz, DDDSU
[bookmark: _Ref54362588]Observation 11: In Indoor Hotspot and Dense Urban scenarios in FR2, PDSCH is the bottleneck channel among downlink channels.
2.3.2. UL
· FR1
For XR UL coverage evaluation, data rate requirements 0.4Mbps, 2Mbps, 50Mbps, 100Mbps are evaluated, which correspond to two cases for interaction/pose information delivering and two cases for scene updating respectively. The evaluation results of FR1 Dense Urban scenario are shown in Figure 16, where it can be observed that the bottleneck channel among uplink channels is PUSCH, especially the PUSCH with high data-rate requirement.
· 4GHz, DDDSUDDSUU
[image: ]
[bookmark: _Ref54362424]Figure 16. UL MIL in Dense Urban scenario for 4GHz, DDDSUDDSUU
[bookmark: _Ref54362589]Observation 12: For Dense Urban scenario in FR1, PUSCH is the bottleneck channel among uplink channels .
· FR2
For FR2, similar conclusions can be observed in both Indoor Hotspot and Dense Urban scenarios, compared to FR1. PUSCH is the bottleneck channel among all uplink channels.
· 28GHz, DDDSU
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	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


Figure 17. UL MIL for 28GHz, DDDSU
[bookmark: _Ref54362592]Observation 13: For Indoor Hotspot scenario and Dense Urban scenario in FR2, PUSCH is the bottleneck channel among all uplink channels .
3. Conclusion
In this contribution, we provide our initial simulation results on XR capacity, power consumption and coverage with the following observations and proposals:
Observation 1: For VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, the capacity performance is degraded with the increasing of the number of UEs per cell.
Observation 2: For VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR2, at least 30, 30 and 15 users per cell can be supported for Case1, Case2 and Case3 respectively, with more than 90% UEs with ≥99% packets delivered within PDB.
Observation 3: For Cloud Gaming traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, at least 15 users per cell can be supported with the percentage of users with ≥99% packets successfully delivered within PDB larger than 90%.
Observation 4: For uplink traffic of interaction/pose information delivering in FR1, when the number of UEs per cell is no more than 16, 95th percentile user interaction delay is far below 10ms.
Observation 5: For uplink traffic of interaction/pose information delivering in FR2, the 95th percentile user interaction delay increases significantly with the increasing of the number of UEs per cell.
Observation 6: For uplink traffic of scene updating, the uplink evaluation results for both FR1 and FR2 are significantly worse than the downlink evaluation results.
Observation 7: Up to 21.8% power saving gain can be achieved by appropriate DRX configuration, at the same time DL capacity performance is guaranteed, compared to the case without DRX.
Observation 8: Due to the short time interval of traffic arrival, there is no time for deep sleep and light sleep with DRX configuration.
Observation 9: Enabling DRX has a slight impact on the percentage of UEs satisfying requirements for DL.
Observation 10: In Dense Urban scenario in FR1, PDSCH is the bottleneck channel among downlink channels.
Observation 11: In Indoor Hotspot and Dense Urban scenarios in FR2, PDSCH is the bottleneck channel among downlink channels.
Observation 12: For Dense Urban scenario in FR1, PUSCH is the bottleneck channel among uplink channels .
[bookmark: _GoBack]Observation 13: For Indoor Hotspot scenario and Dense Urban scenario in FR2, PUSCH is the bottleneck channel among all uplink channels .
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Appendix A – Simulation assumptions	
[bookmark: _Ref1208685]Table I. Simulation assumption for FR1 DL
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot 
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban 
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band 

	Subcarrier spacing
	30 KHz 

	Frame structure
	DDDSUDDSUU (S: 10D:2G:2U) 

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32T: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64T: (12,8,2,1,1;4,8)
(dH, dV)=(0.5, 0.8)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 4R: (1,2,2,1,1;1,2)
(dH, dV)=(0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	BS Power
	24 dBm
	53 dBm

	ISD
	20 m
	200 m

	BS height
	3 m
	25 m

	UE height
	1.5 m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 
nfl ~ uniform(1,Nfl) where 
Nfl ~ uniform(4,8)

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	MU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	80% outdoor, 20% indoor

	Down-tilt
	90 degrees
	105 degrees

	UE speed
	3 km/h



[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Table II. Simulation assumption for FR1 UL
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot 
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban 
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	4GHz

	Bandwidth 
	20 MHz, 8.2% Guard Band for interaction/pose information delivering 
100 MHz, 1.72% Guard Band for scene updating

	Subcarrier spacing
	30 KHz

	Frame structure
	DDDSUDDSUU (S: 10D:2G:2U)

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32R: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64R: (12,8,2,1,1;4,8)
(dH, dV)=(0.5, 0.8)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 4T: (1,2,2,1,1;1,2)
(dH, dV)=( 0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	UE max Power
	23 dBm 

	Power control
	P0 = -80 dBm, alpha = 0.8

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	MU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	80% outdoor, 20% indoor

	Down-tilt
	90 degrees
	105 degrees

	UE speed
	3 km/h



Table III. Simulation assumption for FR2 DL
	Parameter
	value
	

	Scenarios
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	28 GHz

	Bandwidth 
	400 MHz, 4.96% Guard Band

	Subcarrier spacing
	120 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 8T: (8,8,2,1,1;2,2)
(dH, dV)=(0.5, 0.5)λ
	For 8T: (4,8,2,2,2;1,1) 
(dH, dV)=(0.5, 0.5)λ 
(dg,H,dg,V) = (4.0, 2.0) λ

	UE Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 8R: (2,4,2,1,2;1,2)
(dH,dV) = (0.5, 0.5)λ
(dg,V,dg,H) = (0, 0)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8dBi

	UE antenna pattern
	Directional antenna panel, 5 dBi

	BS Power
	23dBm, EIRP should not exceed 58 dBm
	40dBm, EIRP should not exceed 73 dBm

	Noise Figure
	BS:7 dB, UE:13 dB

	Scheduler
	SU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	100% outdoor

	UE speed
	3 km/h



Table Ⅳ. Simulation assumption for FR2 UL
	Parameter
	value
	

	Scenarios
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	28 GHz

	Bandwidth 
	100 MHz, 4.96% Guard Band for pose/control information uploading
400MHz, 4.96% Guard Band for scene updating

	Subcarrier spacing
	120 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 8R: (8,8,2,1,1;2,2)
(dH, dV)=(0.5, 0.5)λ
	For 8R: (4,8,2,2,2;1,1) 
(dH, dV)=(0.5, 0.5)λ 
(dg,H,dg,V) = (4.0, 2.0) λ

	UE Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 8T: (2,4,2,1,2;1,2)
(dH,dV) = (0.5, 0.5)λ
(dg,V,dg,H) = (0, 0)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8dBi

	UE antenna pattern
	Directional antenna panel, 5 dBi

	UE max Power
	23dBm, EIRP should not exceed 43 dBm

	Power control
	P0 = -60, alpha = 0.6
	P0 = -74, alpha = 0.6

	Noise Figure
	BS:7 dB, UE:13 dB

	Scheduler
	SU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	100% outdoor

	UE speed
	3 km/h
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