Page -2013262320
Draft prETS 300 ???: Month YYYY
[bookmark: _Ref462817227]
3GPP TSG-RAN WG1 #103-e 	R1-2007625    
e-Meeting, October 26th – November 6th, 2020	

Agenda Item:	8.6.2
Source:	Panasonic
Title:	Discussion on PDCCH monitoring reduction for RedCap UEs
Document for:	Discussion, Decision

Introduction
According to updated study item description [1], the following objectives are within the scope of discussion:
	Study UE power saving and battery lifetime enhancement for reduced capability UEs in applicable use cases (e.g. delay tolerant) [RAN2, RAN1]: 
· Reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits [RAN1].
· Extended DRX for RRC Inactive and/or Idle [RAN2]
· RRM relaxation for stationary devices [RAN2]


 
In this previous meeting, some progresses have been made regarding the power consumption model, traffic model, and evaluation assumption on PDCCH blocking rate. In this contribution, we discuss the remaining issues.
   
Discussion
Reducing PDCCH BD limits VS. sparse monitoring
In the previous meeting, the following power consumption model has been agreed for RedCap UEs:
	Agreements: For Redcap power consumption evaluation:
· Note that 2RX is assumed
	Power State
	Alt.4a 

	Deep Sleep (PDS)
	0.8

	Light Sleep (PLS)
	18

	Micro sleep (PMS)
	31

	PDCCH-only (PPDCCH)
	50 for same-slot scheduling, 
40 for cross-slot scheduling

	PDCCH + PDSCH (PPDCCH+PDSCH)
	120

	PDSCH-only (PPDSCH)
	112

	SSB/CSI-RS proc. (PSSB)
	50

	Intra-frequency RRM measurement (Pintra)
	·        [60]Note4 (synchronous case, N=8, measurement only)
·        [80] Note4 (combined measurement and search)

	Inter-frequency RRM measurement (Pinter)
	[60] Note4 (neighbor cell search power per freq. layer)
·       [15080] Note4 (measurement only per freq. layer)
·        Micro sleep power assumed for switch in/out a freq. layer



Agreements: 
· The scaling factor ‘0.7’ is used for 2 Rx to 1Rx power scaling for power reduction related evaluation.




In addition, the following working assumption has been made for power determination
	Working assumption:
Adopting the following rule for power determination
· Rule 1: ‘Micro sleep’ power of 1 Rx is [0.8]x2 Rx ‘Micro sleep’ power 
· Rule 2: For both 1 Rx and 2 Rx configuration, 
· P(α) = max (Micro-sleep, α ∙ Pt + (1 – α) ∙ 0.7Pt))
· Pt is the PDCCH-only power for same slot and cross-slot scheduling cases.



Using the power scaling rule of reducing BD limits as defined in Rule 2, the power saving gain can be readily calculated by the following equation (1):
Power saving gain = (Pt-P(α)) / Pt = 0.3 × (1- α)					(1)
As can be seen from equation (1), the power saving gain is a linear function of BD reduction α, and bounded by 30%. Considering an aggressive BD reduction such as α = 50%, the power saving gain is calculated as 15%. Although the actual power saving depends on the scenarios, the traffic model and the contribution of reducing BDs on the total UE power consumption, it can be only smaller than the value calculated by equation (1). Also note that BD reduction more than 50% is generally not feasible or desirable considering the increased blocking rate [2][3] and also the fact that the number of BDs for common search space would not be possible to reduce. 
In below, we provide some preliminary simulation results on the PDCCH blocking rate. In the simulation, CORESET size of 16 CCEs (30kHz/20MHz, and 2-symbol duration) is assumed. The results are summarized in Table 1.


Table 1 PDCCH blocking rate due to reduced blind decoding

	AL distribution for AL=[1 2 4 8 16]
	Number of UEs
	Number of candidates for each AL for the reference case, i.e. with no reduction in BD limit for AL=[1 2 4 8 16]
	PDCCH blocking rate for the reference case, i.e. no reduction in BD limit
	Number of candidates for each AL with approximate 25% reduction in BD limit
	PDCCH blocking rate at approximately 25% reduction in BDs
	Number of candidates for each AL with approximately 50% reduction in BD limit
	PDCCH blocking rate at approximately 50% reduction in BD limit

	[0.4 0.3 0.2 0.05 0.05]
	4
	[6 5 4 2 1]
	5.93%
	[5 3 2 2 1]
	7.07%
	[2 2 2 2 1]
	13.9%

	[0.4 0.3 0.2 0.05 0.05]
	6
	[6 5 4 2 1]
	10.1%
	[5 3 2 2 1]
	13.7%
	[2 2 2 2 1]
	23.2%



As shown in Table 1, for the case of 4 UEs, reducing BD limit by 25% leads to a factor of 1.2 of the increase in blocking rate, and further reducing BD limit by 50% leads to a factor of 2.3 increase in blocking rate. Similar observation can also be made for the case of 6 UEs, where blocking rate is increased by factor of 1.3 when BD limit is reduced by 25%, and increased by factor of 2.3 when BD limit is reduced by 50%.
Observation 1: Reducing BD limit can significantly increase PDCCH blocking rate.
Instead of reducing the BD limits, the power saving can be alternatively achieved by sparser PDCCH monitoring occasions. To compare these two power saving techniques, we provide the numerical analysis based on the available power saving models for the following 3 cases:
· Case 1: PDCCH is monitored every slot, number of BD limit is reduced to 50%
· Case 2: PDCCH is monitored every 2 slots, no reduction of BD limit
· Case 3: PDCCH is monitored every 4 slots, no reduction of BD limit
Further, we have the following assumption for the analysis:
1) PDCCH only with same slot scheduling is assumed for simplicity. In other words, no PDSCH is received. 
2) 2 Rx is assumed
3) UE enters micro sleep state for the slot(s) where UE does not monitor PDCCH. The reason that deep/light sleep states are not chosen is due to the transition time requirement. As specified in Table 19 of TR 38.840, the deep sleep and light sleep requires transition time of 20ms and 6ms, respectively, which is not possible for the cases we consider here. 
The results are obtained as below.
Case 1:
Using Rule 2 above, the average power consumption is calculated as max (31, 0.5 ∙ 50 + (1 – 0.5) ∙ 0.7∙ 50) = 42.5
Case 2:
The average power consumption is (PPDCCH + PMS)/2 = (50+31)/2 = 40.5
Case 3:
The average power consumption is (PPDCCH + 3∙PMS)/4 = (50+3x31)/4 = 35.75
From the above analysis, we can observe that by changing from every slot monitoring to every other slot monitoring, slightly more power saving gain can be achieved than reducing the BD limit to a half. Configuring further sparser PDCCH monitoring periodicity can achieve further power saving gain. Considering the fact that reducing BD limit can increase PDCCH blocking, the alternative approach seems more preferable. Note that latency requirement for RedCap use cases is in general more relaxed compared to eMBB. For example, the industrial sense requires end-to-end latency is less than 100ms (safety related sensor, 5-10ms), and video surveillance latency requirement is less than 500ms. Therefore, as long as the latency requirement can be met, configuring longer PDCCH monitoring periodicity is more effective compared to reducing the BD limits. 
The similar analysis can be done for the FR2. The power consumption model for FR2 can reuse the same model developed in 38.840, assuming 100MHz BW and 2 Rx. The following Table 2 summarizes the model:
Table 2: power consumption model for FR2
	Power State
	value

	Deep Sleep (PDS)
	1

	Light Sleep (PLS)
	20

	Micro sleep (PMS)
	45

	PDCCH-only (PPDCCH)
	175

	PDCCH + PDSCH (PPDCCH+PDSCH)
	350

	PDSCH-only (PPDSCH)
	325

	SSB/CSI-RS proc. (PSSB)
	175



Assuming the power scaling rule in the working assumption applies also to FR2, we obtain the results for above mentioned three cases:
Case 1:
Using Rule 2 above, the average power consumption is calculated as max (45, 0.5 ∙ 175 + (1 – 0.5) ∙ 0.7∙ 175)) = 148.75
Case 2:
The average power consumption is (PPDCCH + PMS)/2 = (175+45)/2 = 110
Case 3:
The average power consumption is (PPDCCH + 3∙PMS)/4 = (175+3x45)/4 = 77.5
The results show more significant power saving gain achieved by sparse monitoring. More specifically, case 2 improves power saving for 26% over case 1. By further reducing the monitoring periodicity, case 3 improves almost 50% compared to case 1. This is because in FR2, the difference in power consumption between micro-sleep and PDCCH-only states are larger. By applying sparser PDCCH monitoring, opportunity for micro-sleep is increased. Furthermore, thanks to the shorter symbol/slot duration of larger SCS used in FR2, the latency requirements can be easily fulfilled even if sparser monitoring is used.  
Observation 2: Sparser PDCCH monitoring for RedCap UE is more effective in UE power saving compared to reducing the BD limits, while still satisfying the RedCap latency requirement.
Proposal 1: Reducing existing Rel-15 BD limit for RedCap UE for the purpose of power saving requires further justification. 
Sparse PDCCH monitoring is already possible in Rel-15/16 specs by configuring a large PDCCH monitoring periodicity using one of search space set parameters monitoringSlotPeriodicityAndOffset. One concern of sparse PDCCH monitoring is that the user throughput might be negatively impacted. However, such demerit can be well addressed by multi-slot scheduling or search space set switching. In below, some brief explanation is provided. More details can be discussed in Rel-17 power saving WI since these methods can be applied to both RedCap and non-RedCap UEs.
For multi-TB scheduling, one PDCCH can be used to schedule multiple TBs over multiple slots. Therefore, throughput can be increased without increasing the PDCCH monitoring effort. Further, depending on the traffic variation, dynamic switching between single-TB and multi-TB scheduling can also be considered while keeping the sparse PDCCH monitoring periodicity.   
Alternatively, sparse and dense PDCCH monitoring can be dynamically switched. This is already possible by the search space set (SSS) switching mechanism developed in Rel-16 for NR-U. It would be beneficial to extend such mechanism in Rel-17 power saving WI for wider usage as well.  
When comparing these two methods, multi-TB scheduling and SSS switching, there could be difference in the target scenarios. For multi-TB scheduling, in order to limit the DCI size, some scheduling information such as MCS and resource allocation can be common across multiple scheduled slots. Therefore, it is suitable for UEs in relatively stable channel condition such as industrial sensor and video surveillances. On the other hand, SSS switching mechanism can be used for UEs such as RedCap wearables to accommodate potential fast variation of the channel condition. Regarding the ability to adapt to traffic variations, switching between multi-slot and single-slot scheduling would be faster than SSS switching because the later has some switching delay. 
Proposal 2: Multi-TB scheduling and search space set switching can be considered for RedCap UEs for power saving, and can be further studied in Rel-17 power saving WI   

Clarification on RedCap power consumption model
In the working assumption agreed in last meeting, the power scaling by reducing the number of BD limits is lower bounded by micro-sleep power. In our opinion, such lower bound is not realistic, because no matter how much the BD is reduced, the power consumption should not be equal to micro-sleep due to the power consumption of channel estimation. To reflect this, we suggest to replace the power scaling rule in the working assumption by 
P(α) = max (PMicro-sleep + X, α ∙ Pt + (1 – α) ∙ 0.7Pt), where X is a positive value. 

One way to determine value of X is to set α to zero (i.e. no BD) in the same slot scheduling case, then the lower bound PMicro-sleep + X can be reached. In other words, we can solve the following equation for X:
0 ∙ Pt + (1 – 0) ∙ 0.7Pt = Pmicro-sleep +X. 
By inserting Pt=50 (PDCCH only power consumption for same slot scheduling) and Pmicro-sleep=31, we obtain X=4.   
Proposal 3: RAN1 considers to revise the power scaling rule of the working assumption into P(α) = max (PMicro-sleep + 4, α ∙ Pt + (1 – α) ∙ 0.7Pt) 

Another aspect when applying Rule 2 of the working assumption is that, once the lower bound is reached, further reducing the BD limit would not have any impact on the power calculation (due to the Max. operation). In other words, the modeling of reducing BD limits is not applicable if number of BDs are further reduced beyond a given range. More formally, the “applicable range of α” can be defined as the value of α that can satisfy the following condition:
α ∙ Pt + (1 – α) ∙ 0.7Pt  ≥  PMicro-sleep            (2)
or, 
α ∙ Pt + (1 – α) ∙ 0.7Pt  ≥  PMicro-sleep +4          (3)
where (2) is based on original Rule 2 of the working assumption and (3) is based on the Proposal 3 above. 

  
We provide the analysis of the applicable range of α based on (2) for the following cases:
Case 1: PDCCH only power (same slot scheduling) and 2 Rx
In this case, Pt = 50 and PMicro-sleep = 31. The left-hand of (2) is always larger than micro-sleep power for all α between 0 and 1, therefore all α can be evaluated. 
Case 2: PDCCH only power (cross slot scheduling) and 2 Rx
In this case, Pt = 40, and PMicro-sleep = 31. From (2), we obtain α≥0.25. This means impact of BD reduction is visible by the model from α=1 (no reduction) to α=0.25 (i.e. reduced to ¼ of the original limit in Rel-15). 
Case 3: PDCCH only power (same slot scheduling) and 1 Rx
In this case, Pt = 50x0.7=35, and PMicro-sleep = 31x0.8=24.8. From (2), we obtain α≥0.03. It means unless the BD limits is reduced to less than 3% of the original limit in Rel-15, the impact can still be evaluated by the model. 
Case 4: PDCCH only power (cross slot scheduling) and 1 Rx
In this case, Pt = 40x0.7=28, and PMicro-sleep = 31x0.8=24.8. From (2), we obtain α≥0.62. It means the impact cannot be evaluated by the model if the number of BDs is reduced to less than 62%.  
The following Table 3 summarizes the above 4 cases:
Table 3 Applicable range of α based on the working assumption
	
	Same slot scheduling
	Cross slot scheduling

	2 Rx
	0≤α≤1
	0.25≤α≤1

	1 Rx
	0.03≤α≤1
	0.62≤α≤1



Similarly, using modified rule by (3), the following Table 4 can be obtained
 Table 4 Applicable range of α based on the revised working assumption by Proposal 3
	
	Same slot scheduling
	Cross slot scheduling

	2 Rx
	0≤α≤1
	0.583≤α≤1

	1 Rx
	0.41≤α≤1
	none



The observations from Table 3 (based on the original working assumption) are that the model has no issue when evaluating same slot scheduling but for cross-slot scheduling, it can only be used when the reduction of the BDs is not smaller than 25% for 2 Rx and not smaller than 62% for 1 Rx.  
When comparing the above two tables, there is no surprise that the application range of α shrinks with the modified Rule 2 by Proposal 3 because the lower bound is increased. As a result, only same slot scheduling with 2 Rx can be evaluating without the limitation of BD reduction. The model becomes completely invalid for cross slot scheduling with 1 Rx. For the other two cases, significant limitation of the reduction of BDs need to be considered when applying the model. Nevertheless, we want to emphasize that such limitation is necessary because it prevents the power consumption of PDCCH monitoring from being unrealistically scaled down to the same level as micro sleep.
Based on the above analysis, we have the following proposals:
Proposal 4: The applicable range of BD reduction of the power model should be considered when using the model. Do not capture the simulation results where the BD reduction is beyond the applicable range of the model.
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Conclusion
We have the following observation and proposals: 
Observation 1: Reducing BD limit can significantly increase PDCCH blocking rate.
Observation 2: Sparser PDCCH monitoring for RedCap UE is more effective in UE power saving compared to reducing the BD limits, while still satisfying the RedCap latency requirement.
Proposal 1: Reducing existing Rel-15 BD limit for RedCap UE for the purpose of power saving requires further justification. 
Proposal 2: Multi-TB scheduling and search space set switching can be considered for RedCap UEs for power saving, and can be further studied in Rel-17 power saving WI   
Proposal 3: RAN1 considers to revise the power scaling rule of the working assumption into P(α) = max (PMicro-sleep + 4, α ∙ Pt + (1 – α) ∙ 0.7Pt) 
Proposal 4: The applicable range of BD reduction of the power model should be considered when using the model. Do not capture the simulation results where the BD reduction is beyond the applicable range of the model.
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