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[bookmark: _Ref513464071]Introduction
[bookmark: _Hlk54270378]The Rel17 SID on Study on XR Evaluations has the following objectives [1] :
	The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution, we discuss the traffic models for different XR applications/use cases and the assumptions that can be applied for evaluations on XR.
Traffic Models for XR Applications/Use Cases
In the following we describe the service flows of the different XR applications/user cases identified in the XR Evaluations SID [1] and SA4 Extended Reality (XR) for 5G TR 26.928 [2]. Based on the service flows, the traffic models that can be applied for the different XR applications are provided.
2.1 Virtual Reality 1 (VR1)  
VR1 applications (e.g. streaming of immersive 6DoF) can be modeled using service flows applicable for viewport dependent streaming architecture. Similar to adaptive streaming (e.g. DASH), viewport dependent streaming allows for dynamically updating the quality of media/video based on available bitrate in the network and wireless interface. As per the service flow, the tracking and pose information (e.g. small packet size: < 100B) of the XR device’s viewport is sent periodically with relatively low data rate (e.g. 0.5-2Mbps, 60 to 500Hz) in UL to the XR server. In response, the XR server sends in DL with high data rate and quasi-periodcally (25-100 Mbps, 40/60/120fps) the viewport optimized media adaptively (e.g. H.264/265 video), which is then rendered in the XR device display.
Observation 1: The traffic characteristics of VR1 are as follows:
· UL: Pose/viewport information (e.g. including information on 6DoF) 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Peridioc: (e.g. periodicity range of 60 to 500 Hz) 
· DL: Media/Video containing viewport optimized scene (high quality) and media/video for non-viewport scene (lower quality)  
· Large packet size (e.g. Gaussian distribution), High data rate: 25-100 Mbps, multi-flow (video flows with different bit-rates, 3D media, metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 40/60/120 fps)

2.2 Virtual Reality 2 (VR2)
VR2 applications (e.g. immersive game spectator mode) can be modeled using service flows which are applicable to the split rendering architecture. In this case, the XR server performs pre-rendering and encoding of the 2D media/video frame based on the pose information sent by the XR device periodically at low data rate (e.g. 0.5-2Mbps, 60 – 500Hz). While the rendering is mainly performed in the XR-server and sent in DL at high data rate and low latency (e.g. 50-100 Mbps, 10 - 20ms), the XR device decompresses the received media/video and performs asynchronous time-warping (ATW) for correcting the viewport based on latest pose information. While RTT latency for transmisison of pose info in UL and reception of pre-rendered media in DL can span up to 50ms, ATW enables satsifying the motion-to-photon latency requirement (< 20 ms) based on in-device processing. 
Observation 2: The traffic characteristics of VR2 are as follows:
· UL: Pose/viewport information 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 3D scenes in frame buffers 
· Large packet size (e.g. Gausiaan distribution), High data rate: 50-100 Mbps, latency: 10 –  20ms (assuming RTT latency < 50 ms), multi-flow (3D video/media, metadata) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

2.3 Augmented Reality 1 (AR1)
AR1 applications (e.g. real-time communication with shop assistant) can be characterized using service flows applicable to distributed computing architecture. As per the service flow, the XR device sends the pose information (e.g. 0.5-2Mbps, 60-500 Hz)) and/or video (e.g. 10Mbps, 10Hz frame update rate) in UL to the XR server. The received information is used by the XR server to generate the scene, which is then converted a 2D (video) or 3D media (3D objects) format along with with metadata (e.g. scene description). The compressed media and metadata (i.e. characterized by Pareto distribution) are delivered quasi-periodically in DL at high data rate (e.g. 25-100Mbps, 40/60/120fps). The XR device then generates the AR scene locally, by overlaying 3D objects on 2D video, and renders the scene in the device display.  
Observation 3: The traffic characteristics of AR1 are as follows:
· UL: Pose information and/or 2D video stream information 
· Pose: Small packet size, Low data rate of 0.5 – 2 Mbps, Periodic: 60 to 500 Hz 
· Video: Large packet size, Data rate of 25-100Mbps, Periodic with update periodicity of 10Hz, multi-flow
· DL: 2D/3D pre-rendered media and XR metadata
· Large packet size (e.g. Pareto distribution), High data rate 25-100 Mbps, multi-flow (2D/3D media and metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

2.4. Augmented Reality 2 (AR2)
AR2 applications (e.g. XR meeting, AR animated avatar calls) use service flows applicable for XR conversational architecture where 2 or more XR clients/device can perform peer-to-peer communications with intermediary media processing in network. The different types of media that can be supported for AR2 applications, based on the type of user representation, include 2D+/RGBD (e.g. 2.7Mbps), 3D mesh (e.g. 30Mbps) or 3D Video point cloud coding (VPCC)/Geometry-based point cloud compression (GPCC) (e.g. 5 – 50Mbps). In typical XR traffic low, an XR client in the device initiates a call setup procedure, based on which a session control function triggers network-based media processing. The session control function also forwards the call setup to the second XR client/device followed by real-time media processing and streaming with low latency (e.g. 150ms) to both clients. During an XR call, the 2D/3D media, and possibly the user pose information, is transmitted quasi-periodically in UL and DL between the XR clicents/devices. 
Observation 4: The traffic characteristics of AR2 are as follows:
· UL: 2D/3D media, pose and/or video of user
· Large packet size, Data rate of 2.7 – 50 Mbps, PDB: 150ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· DL: 2D/3D media, pose and/or video of user
· Large packet size (e.g truncated Gaussian distrubution), Data rate of 2.7 – 50 Mbps, PDB: 150ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)

2.5 Cloud Gaming (CG)
CG applications (e.g. 5G online gaming) predominantly rely on adaptive streaming architecture where the rendered video/media in network is streamed to a thin client in the device (e.g. smartphone, tablet). In a typical service flow for CG, the XR device sends the pose information (e.g. 100 to 250B) related to viewport periodically in UL (e.g. 0.1 – 1Mbps, 60 – 500 Hz) to the XR server. The generated viewport-related video/media is encoded/compressed (e.g. H.264/265 video) and sent quasi-peridically by the XR server in DL (e.g. 25 – 100 Mbps, 40/60/120fps). The received video/media is then rendered in the XR device upon decoding and processing. The E2E latency for supporting the CG applications (action-to-photon) determined by the roundtrip interaction delay (e.g. 50ms). 
Observation 5: The traffic characteristics of CG are as follows:
· UL: Pose/viewport information
· Small packet size (e.g. 100 to 250B), Low data rate: 0.1 – 1 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 2D/3D media and/or video of user
· High data rate 25-100 Mbps , multi-flow (2D/3D media, video)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60 fps)

The key attributes of the traffic related to the XR applications/use cases are summarized in Table 1. From the observations, a generalized/parametric traffic model is identified which abstracts the characteristics of different XR traffic and can be used to model any of the XR applications based on different configuration parameters. The parametric traffic model is also provided in Table 1. 
Table 1: Traffic Characteristics of XR use cases/applications
	Applications (RP-193241)
	Traffic Characteristics

	
	Traffic arrival distribution 
	Traffic file size distribution 
	Number of Data Streams

	
	DL
	UL
	DL
	UL
	DL
	UL

	VR1
	Quasi-Periodic with frame rate of 40/60/120 fps (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz)
	Large pkt size (25 to 100 Mbps) with Gaussian distribution)
	Almost constant
Small pkt size (30 to 100B) 
(0.5 – 2 Mbps)
	Multi-stream (video, media metadata) 
	Single stream (pose info)

	VR2
	Quasi-Periodic with periodicity as a function of  frame rate of 60/90 fps, latency <50ms (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz) 
	Large pkt size (50 to 100 Mbps) with Gaussian distribution
	Small pkt size (30 to 100B) (0.5 – 2 Mbps)
	Multi-stream (video, media metadata)  
	Single stream (pose info)

	AR1
	Quasi-Periodic 
	Periodic (Pose: 60 to 500 Hz and Scene update: 10Hz) 
	Large pkt size (25 to 100 Mbps) with Pareto distribution
	Small  pkt size(30 to 100B : 0.5 to 2Mbps) to Large (Video/Scene: 25- 100Mbps)
	Multi-stream (video, media metadata) 
	Single/Multi-stream (pose and video)

	AR2
	Quasi-Periodic 
	Quasi-Periodic 
	Large pkt size (2.7 to 50 Mbps)
	Large pkt size (2.7 to 50 Mbps)
	Multi-stream (pose, video/media metadata) 
	Multi-stream (pose, video/media, metadata) 

	CG
	Quasi-Periodic with prediodicity as a function of frame rate of 60 fps (e.g. FTP3)
	Periodic (Pose: 60 to 500 Hz)
	Large pkt size (25 to 100 Mbps) with Truncated Gaussian distribution
	Small pkt size (100 to 250 B, 0.1 to 1 Mbps)
	Multi-stream (video, media metadata
	Single stream (pose info)

	Parametric XR Traffic Model
	Quasi-periodic (~1/frame-rate) with almost fixed inter-pkt arrival time
(e.g. FTP3)
	Periodic + infrequent bursts
	Large Packet size with Truncated Gaussian distribution
	Small to medium packet size with uniform distribution
	Multi-stream isochronous model, where each flow has high data rate, low latency, high reliability requirements 
	Predominantly single stream with medium data rate, low latency and high reliability requirements



Proposal 1: For evaluations, RAN1 to use a generalized/parametric XR traffic model with configurable parameters that can represent any of the XR traffic. The configurable parameters in the generalized XR traffic model are:
· UL: 
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival rate] (e.g. 60 to 500Hz)
· Traffic file distribution: [Uniform distribution with configurable packet size] (e.g. 30 to 250B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. single/multiple streams with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability]
(e.g. 500kbps, 10ms, 10E-04 PER)
· DL: 
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival time duration] (e.g. FTP3, inter-packet arrival proportional to 1/frame-rate)  
· Traffic file size distribution: [Truncated Gaussian distribution or Parero distribution with configurable mean, σ, min, max] (e.g. mean: 1200B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. isochronous multi-stream with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability]
(e.g. 100Mbps, 10ms, 10E-04 PER)

KPIs and Assumptions for Evaluations 
The traffic characteristics for majority of the use-cases described in Table 1 indicate medium to very high throughput requirement both in DL and UL. RAN evaluation for XR and Cloud Gaming traffic over NR should consider capacity, coverage, UE power consumption as KPIs while taking into account of various (low, medium, high) mobility assumptions with associated requirements on latency and reliability. The traffic characteristics for each use-case determines the evaluation assumptions and methodology. 
For network evaluation, the traffic models need to be simplified as a parametric input for system-level and link-level simulations. In the illustration in Fig.1, XR devices can include a wide classes of devices with various capabilities, all of which operate under a given traffic characteristics and network performance requirement (throughput, latency, reliability). However, it is also assumed that a single XR device may exchange multiple parallel traffic streams with different characteristics and requirements. It might, therefore, be necessary to put in place characteristic of a traffic stream, to/from a single user, which multiplexes eMBB as a special use case.
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Figure 1  Simplified Network deployment illustration for link-level evaluation



Link-level and system-level evaluations require simplified and parametric input characterizing the XR-traffic. Since a single traffic model can not characterize all XR traffics, RAN1 should consider proposals to translate the requirements and traffic models for each XR use case detailed in [1] to a parametric traffic model that can be used to evaluate network deployment scenarios and E2E link performance. The traffic model generator provides the input to RAN link-level evaluation, which directly impacts the assumption on the scheduler, is illustrated in Figure 2 below. The scheduler setting during RAN evaluation is based on the output of the traffic model generator. A generalized/parametric XR traffic model generator with configurable parameters as described in proposal 1, can be used for all XR applications to obtain parameters required in the scheduler.
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Figure 2: Block diagram for link evaluation
Link-level evaluation 
The E2E link performance shall evaluate user perceived throughpt and packet/block error rate (PER/BLER) performance of the air interface under a given latency and reliability requirement for the considered XR use cases. A mix of evaluation methods proposed for eMBB and URLLC [3][4] can be employed. Most XR-use cases/applications are expected to have stringent reliability requirement. Unlike URLLC where evaluation of reliability is typically under low load assumption, the reliability evaluation for XR should also include high load assumption. Moreover, link-level evaluation should consider including multiplexing of different data streams in a single carrier with different requirements for reliability and latency. BLER evaluation shall be performed for each data stream and associated control channel under the given requirement. Link-performance shall therefore evaluate performance of the air interface to fulfil a given user throughput requirement with associated requirement on reliability and latency for various assumptions. The major assumptions which need to be considered are listed in Table 2 along with the specific impacts of each assumption on KPI. 



Table 2: Assumptions for Link-level evaluation and impact on KPI
	Parameters
	Assumptions
	Impact on KPI

	Deployment Scenario
	· Outdoor/Indoor
· UMa, UMi , Indoor – channel models
	
· BLER, PER performance
· Throughput
· UE power consumption
· Coverage




	Operating frequency and system bandwidth
	· FR1, FR2
	· 

	Channel fading characteristics
	· Depending on operating frequency
TDL/CDL - A/B/C/D/E
	· 

	Mobility
	· Low, Medium, High
	· 

	Duplex scheme
	· FDD, TDD
	· 

	Tx/Rx Antenna configuration
	· Depending on operating frequency, up to 64 Tx antenna
· UE antenna configuration depends on UE type
	· 

	HARQ configuration
	· Configuration depends on requirement for reliability and latency
	· 

	Decoder
	· # iteration in UE decoder
	· 



Proposal 2:  Decide on evaluation assumptions, based on the list in Table 2, for link-level evaluation for XR and cloud gaming use cases and traffic requirements.
Proposal 3: For XR applications with high reliability and low latency requirements, consider reusing evaluations assumption applied for Rel-16 URLLC [3] where in some use-cases reliability study is under high load assumption.
System level evaluation
System level simulation will evaluate KPIs such as cell capacity and coverage for various deployment scenarios, UE distribution, traffic model and requirements. Depending on the specific XR use case considered, the evaluation assumptions should take into accont of the expected high UL/DL throughput in most XR applications compared to eMBB, which can consequently impact the coverage and capacity performance. For most XR use cases, the evaluation assumptions developed in Rel-17 coverage enhancement can be reused. The major assumptions that need to be taken into account and the associated impacts are listed in the table below.   



Table 3: Assumptions for System-level evaluation and impact on KPI

	Parameters
	Assumptions 
	Impact on KPI

	Deployment Scenario
	UMa, UMi , Indoor: Hex.Grid
	· Coverage 
· Capacity
· Latency
· UE Power consumption

	Specific Traffic model
	FTP model type, file size
	

	Traffic load
	Packet Arrival rate (distribution model)
	

	Operating frequency and
System bandwidth 
	FR1, FR2
X-MHz  BW
	

	Duplex mode
	FDD, TDD given DL-UL configuration
	

	eNB Tx power
	46dBm for Macro
	

	UE Tx Power
	Depending on UE power class
	

	Antenna configuration
With associated maximum gain
	Upto-64Tx(eNB) , Upto  4-Rx(UE)
	

	Fading channel characteristics
	Pathloss model
	

	HARQ configuration

	RTT and max retransmission times depending on latency requirement
	

	CDRX configuration
	Distribution of UEs in DRX mode 
	

	BLER % for PDSCH and PDCCH
	Depending on reliability requriement 
	

	Interference 
	Assumpton on inter-cell interference depending on deployment scenario
	


Proposal 4: Decide on evaluation assumptions, based on the list in Table 3, for system-level evaluation for all XR use cases and traffic requirements
Proposal 5: For the XR applications, consider reusing evaluation assumptions applied in Rel-17 coverage enhancement for coverage evaluation [4].
Conclusion.
In this contribution, the following observation were made on: 
Observation 1: The traffic characteristics of VR1 are as follows:
· UL: Pose/viewport information (e.g. including information on 6DoF) 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Peridioc: (e.g. periodicity range of 60 to 500 Hz) 
· DL: Media/Video containing viewport optimized scene (high quality) and media/video for non-viewport scene (lower quality)  
· Large packet size (e.g. Gaussian distribution), High data rate: 25-100 Mbps, multi-flow (video flows with different bit-rates, 3D media, metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 40/60/120 fps)

Observation 2: The traffic characteristics of VR2 are as follows:
· UL: Pose/viewport information 
· Small packet size (e.g. constant size <100B), Low data rate: 0.5 – 2 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 3D scenes in frame buffers 
· Large packet size (e.g. Gausiaan distribution), High data rate: 50-100 Mbps, latency: 10 –  20ms (assuming RTT latency < 50 ms), multi-flow (3D video/media, metadata) 
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

Observation 3: The traffic characteristics of AR1 are as follows:
· UL: Pose information and/or 2D video stream information 
· Pose: Small packet size, Low data rate of 0.5 – 2 Mbps, Periodic: 60 to 500 Hz 
· Video: Large packet size, Data rate of 25-100Mbps, Periodic with update periodicity of 10Hz, multi-flow
· DL: 2D/3D pre-rendered media and XR metadata
· Large packet size (e.g. Pareto distribution), High data rate 25-100 Mbps, multi-flow (2D/3D media and metadata)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60/90 fps)

Observation 4: The traffic characteristics of AR2 are as follows:
· UL: 2D/3D media, pose and/or video of user
· Large packet size, Data rate of 2.7 – 50 Mbps, PDB: 150ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)
· DL: 2D/3D media, pose and/or video of user
· Large packet size (e.g truncated Gaussian distrubution), Data rate of 2.7 – 50 Mbps, PDB: 150ms, multi-flow (2D/3D media)
· Quasi-periodic (e.g 60 to 500 Hz)

Observation 5: The traffic characteristics of CG are as follows:
· UL: Pose/viewport information
· Small packet size (e.g. 100 to 250B), Low data rate: 0.1 – 1 Mbps, single flow
· Periodic (e.g. periodicity range of 60 to 500 Hz) 
· DL: 2D/3D media and/or video of user
· High data rate 25-100 Mbps , multi-flow (2D/3D media, video)
· Quasi-periodic (e.g. periodicity as a function of frame rate of 60 fps)

Based on these observations, the following conclusions were made:.
Proposal 1: For evaluations, RAN1 to use a generalized/parametric XR traffic model with configurable parameters that can represent any of the XR traffic. The configurable parameters in the generalized XR traffic model are:
· UL: 
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival rate] (e.g. 60 to 500Hz)
· Traffic file distribution: [Uniform distribution with configurable packet size] (e.g. 30 to 250B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams] (e.g. single/multiple streams with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability]
(e.g. 500kbps, 10ms, 10E-04 PER)
· DL: 
· Traffic arrival distribution: [Quasi-periodic with configurable inter-packet arrival time duration] (e.g. FTP3, inter-packet arrival proportional to 1/frame-rate)  
· Traffic file size distribution: [Truncated Gaussian distribution or Parero distribution with configurable mean, σ, min, max] (e.g. mean: 1200B)
· Number of data streams: [Configurable number of streams, configurable traffic parameters common to all streams](e.g. isochronous multi-stream with bounded latency)
· Traffic parameters of each data stream: [Configurable data rate, latency and reliability]
(e.g. 100Mbps, 10ms, 10E-04 PER)

[bookmark: _Hlk54269255]Proposal 2:  Decide on evaluation assumptions, based on the list in Table 2, for link-level evaluation for XR and cloud gaming use cases and traffic requirements
Proposal 3: For XR applications with high reliability and low latency requirements, consider reusing evaluations assumption applied for Rel-16 URLLC [3] where in some use-cases reliability study is under high load assumption 
[bookmark: _Hlk54269234]Proposal 4: Decide on evaluation assumptions, based on the list in Table 3, for system-level evaluation for all XR use cases and traffic requirements

Proposal 5: For the XR applications, consider reusing evaluation assumptions applied in Rel-17 coverage enhancement for coverage evaluation [4]
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