2

3GPP TSG RAN WG1 Meeting #103-e 	R1-2008802
E-meeting, October 26 – November 13th, 2020

Agenda Item:	8.4.3
Source:	Ligado Networks
Title:	INTELLIGENT PACKET REPETITION IN MOBILE SATELLITE SERVICE (MSS) LINKS TO OVERCOME CHANNEL BLOCKAGES
Document for:	Discussion 



Summary

This paper describes internal research performed by Ligado Networks to define and test, through simulations, an adaptive packet repetition scheme, referred to as Adaptive Blind Repetition (ABR), optimized for a GEO satellite.  

Standard Hybrid Automatic Repeat Request (HARQ), as defined in 3GPP standards [4], is unsuitable for use on GEO satellites because of the long round trip delay – approximately 600 ms, compared to a few milliseconds for terrestrial links.  In ABR, the receiver senses the extent of excess pathloss and causes the transmitter to blindly repeat (without waiting for a response) each packet a selected number of times, to optimally compensate for the excess path loss.  While blind repetition is available in present 3GPP standards, it is normally used a static, configuration option rather than a dynamic, adaptation option.  This may have been because HARQ is adequate for dynamic adaptation on terrestrial links.  Here, we are proposing ABR for GEO Land Mobile Satellite (LMS) applications as (i) it is better able to exploit the known blockage statistics of such channels (characterized in the 3GPP channel model), and (ii) avoids the “stop and wait” problems of HARQ on channels with long delays. 

In the present study, Monte Carlo link-level simulations were performed using the LMS channel model standardized by 3GPP [3].  Since channel blockage is the deleterious effect that ABR is primarily trying to mitigate, rather than multipath fading, it is important to use a standardized blockage model.  The 3GPP model incorporates 40 years of learnings from field trials in various environments ranging from rural and suburban to highway, urban and dense urban.

The results of the study show significant performance improvements in heavily blocked channels, such as densely tree-lined streets, to the extent that the channel would have been considered almost completely blocked by a legacy system, without repetitions.  The improvements in less blocked environments are more moderate.  Simulations were performed for NB-IoT NPDSCH, however results will be similar for other 3GPP air interfaces including for NR.  This is because signal attenuation due to blockage and shadowing has wide bandwidth relative to NR channels at UHF and higher frequencies.

1.0 Problem Statement

Emerging terrestrial cellular standards make prolific use of packet repetition to adaptively trade off link margin and throughput.  For example, if a link margin deficit is caused by propagation blockage, throughput may be lowered by packet repetition to reclaim the link margin.  Hybrid Automatic Repeat Request (HARQ) is an example of this method, where entire packets, or portions thereof, are repeated by a transmitter once the receiver detects a transmission error and informs the transmitter thereof.  The repeated packets are coherently combined at the receiver to reduce the packet error probability.  The net effect of this procedure is that, while it takes more transport time to send the packet, thereby reducing the throughput, the packet error probability, also referred to as Block Error Rate (BLER), is reduced.

Central to the success of this scheme is the assumption that the channel (characterized by pathloss and impulse response) remains stable between the time when the packet error is detected by the receiver and when the repeated packet is received by the receiver.  This is essentially the round-trip time (RTT) of the link.

Superficially, it might seem that HARQ should simply be turned off for a GEO mobile satellite link, as it is likely to lead to stop and wait problems as it is unrealistic to “fill the channel” with HARQ processes for an RTT of 600 ms.   This would lead to very large latencies.  However, we do not want to give up on packet repetition so easily, as MSS, being power starved (more so than cellular) could benefit substantially from the intelligent packet repetition, albeit customized for satellite.  

One aspect of the Land Mobile Satellite (LMS) channel that makes it more suitable for ABR than cellular is that the channel state needing to be tracked changes more slowly for LMS.  The LMS channel switches randomly between Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) with a persistence time typically ranging between 0.5 s and 8 s, depending on the environment.  For a cellular link, the channel is in a NLOS state most of the time; the pathloss and impulse response of the channel vary rapidly due to lognormal and Rayleigh fading respectively, with a channel state persistence of a few tens of milliseconds.  That is why HARQ makes sense in this environment – the transmitter needs frequent feedback to adequately track the channel state.  In contrast, the channel state feedback required on an LMS channel is much less frequent.  Owing to the large RTT, tracking the Rayleigh fading of the blocked channel is impossible; most of the benefit of repetition on an LMS channel stems from tracking the blockages.  Even on this count, for a GEO satellite, it may be difficult to track the very short blockages; however, field measurements [2] indicate that there are enough instances of longer blockages where ABR could be advantageously applied.  The primary objective of this simulation study is to characterize the performance gain from ABR in different environments, as characterized in the 3GPP standardized LMS channel model [3].
 



2.0 Proposed Solution
 
The solution is described using the service Downlink (DL) as an example.  The same concepts could be applied in the service Uplink (UL).  The process flow diagram is shown in Figure 1 below.

Figure 1 Process Flow Diagram
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This flow diagram is implemented in NBIOT and LTE-M as follows.
· Standard HARQ Operation
· eNb sends a packet on PDSCH, and HARQ information on PDCCH, and waits for ACK /NACK on PUCCH or PUSCH from receiver
· UE receives the data and finds the HARQ process Id. If it is a new transmission, it buffers the data after checking CRC. If it is a retransmission, it performs soft combining of this data (after CRC check) with the data stored in buffer last time.  It requires 3 ms for processing; after 4 ms, if it has data to send and it has a grant, it will send UL data along with ACK/NACK on PUSCH; otherwise it sends ACK/NACK on PUCCH  
· eNb receives ACK/NACK. if NACK, it will re-transmit the packet after 4 ms 
· NB-IOT allows only one HARQ process in both downlink and uplink, while LTE allows up to 8 HARQ process 

· Adaptive Blind Repetition (ABR)
· Receiver senses and quantifies blockage channel condition (i.e. excess pathloss relative to a threshold value) through downlink reference signals
· Receiver sends the DL blockage channel condition information to the transmitter through PUCCH/PUSCH
· Responsive to the detection via the uplink of excess DL channel blockage, the transmitter will determine the repetition factor (number of repetitions) for packet transmission that is adaptively adjusted to compensate the excess pathloss created by the blockage
· Receiver performs soft-combining of the repeated packets to increase the probability for successful demodulation/decoding of the packet. 

The ABR implementation can readily take advantage of the control mechanism provided by 3GPP standard, where the scheduling control parameters are well defined.  Figure 2 shows the details of ABR operations within the framework of 3GPP.  The process begins with UE report of its estimate of DL Channel State Information (CSI) via the Channel Quality Indicator (CQI) report on the UL, utilizing the PUCCH/PUSCH channels, back to the RAN Scheduler in the eNodeB.  The eNodeB then determines if there is any need for repetition by comparing the fed back CSI relative to a baseline CSI that is referenced to the CSI level without need for repetition.   If the CSI deficit is smaller than a threshold, eNodeB may decide there is no need for repetition (Nrep = 1).   Otherwise, repetition may be warranted, and eNodeB should determine the number of repetition (Nrep > 1) according to the CSI deficit.  The determined repetition number (Nrep) for PDSCH transmission is updated and carried over in the DCI field on PDCCH.   On the receiver side, UE demodulates the PDSCH traffic data according to the scheduling information including repetition factor via PDCCH.   The process would continue in the next Transmission Repetition cycle, and so on.  

Figure 2 – ABR operation and implementation in conjunction with 3GPP standard


[image: ]




 
· Why ABR is better than HARQ in an LMS channel
· Standard HARQ is typically designed to complete a cycle at relatively short RTT (round-trip-time) (about 8 ms for LTE for both processing and channel delay). 
· Land mobile satellite channel alone has more than few hundreds of microseconds of round-trip channel delay, which practically prevents HARQ usage for LMS blockage channels.  Filling the channel with one RTT period (approximately 600 ms) of HARQ processes is impractical both from the channel’s power and spectral efficiency viewpoint as well as UE buffer size perspective.  
· Unlike HARQ, ABR does not require ACK/NACK feedback for a packet transmission.  It simply relies on channel quality (CQI) feedback to determine a proper repetition factor that adaptively matches the blockage channel conditions.  ABR takes advantage of the well-known blockage statistics of the LMS channels, as recorded by Lutz [2] and others, and now incorporated in the 3GPP NTN channel model [3].  These statics show that, in urban and suburban environments, channel blockage durations often last more than a few seconds.  This provides enough time for ABR to perform a channel state estimation at the receiver, report it back to the transmitter, and cause the transmitter to send an optimal number of repeats while the channel state is still largely unchanged.  Simulations presented here show that the performance loss experienced by channel state instability during the ABR repetition period is insignificant (see Figure 12).  Figure 3, excerpted from Lutz, shows the statistics of a typical LMS channel.



Figure 3 Probability of a fade of given depth exceeding a given duration [2].
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3.0 Simulations 
The ABR simulation is implemented with NB-IOT NPDSCH.   The NPDSCH Transmit Block Size (TBS) for various MCS and number of subframes as specified in 3GPP [4] as in Table 1 below.
Table 1 NPDSCH Transmit Block Size


Transmitter and receiver chains are implemented for configurable various MCS (ITBS) and number of subframes (ISF) and repetitions according to the 3GPP standard for NB-IOT (Highlighted are the cases included in the simulations).  Instead of a fixed repetition response comprising a single packet, as in standard HARQ, adaptive blind repetition transmits a variable number of repeated packets for each TBS upon sensing blockage. The number of repetitions depend on the LMS channel blockage conditions.  Blockage sensing and repetition number selection are performed dynamically and adaptively.
Monte Carlo simulations were performed of an LMS link represented by the block diagram in Figure 4.

Figure 4 NB-IOT NPDSCH ABR Simulation Implementation Block Diagram
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The LMS channel was implemented as specified in [1] [5].  The channel modeling details are provided in Appendix I.  

Figure 5 shows an example of narrowband, S-band received signals levels from [1].	


Figure 5 Example of signal level received on an S-band LMS link 
[image: ]
The 3GPP standard channel model for MSS offers the option of different environments.  The environments shown in Figure 6 below were simulated.  The figure also shows the other parameters used in the simulations, such as coding rate and definition of threshold SNR.

Table 2 NPDSCH ABR Simulation Setup and Parameters
[image: ]

It is noteworthy that the different MCS values in NBIOT all consist of the same QPSK modulation and  LTE TBCC (Tail-biting Convolution Code), with code rate changes realized by rate matching .

Some examples of channel state transitions for different environments are provided in Figures 7 – 9.  The blockages were quantized to 3 discrete levels for simplicity, corresponding to the 3 states in the Markov channel model.  More granular blockage estimation could be used in an actual implementation but is unlikely to result in significant performance improvement.

Figure 7 Heavy Tree-Shadowed State Transitions
[image: ]
Figure 8 Intermediate Tree-Shadowed State Transitions
[image: ]

Figure 9 Urban State Transitions
[image: ]

Figure 10 Suburban State Transitions
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3.0	Simulation Results
The simulation results are presented in Figure 11 for different coding rate cases and blockage environments. 

The KPI (Key Performance Indicator) selected is the Average Throughput of correctly received bits (Goodput) over the simulated duration of over 40 s, during which time over 40,000 subframes were sent.  The Block Error Rate (BLER) was another recorded KPI, although it is related to the Average Throughput.

In addition to the performance of the system under test (using ABR), the performance of a legacy system without packet repetition (No Repeat) is also shown.  

Also shown is the performance of a clear LOS system operating in an AWGN channel.  This is a performance limit that may be approached in open-sky conditions and shows the communication efficiency of the physical layer chosen.


Figure 11-1 Simulation Results
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Figure 11-2 Simulation Results 

[image: ]
[image: ]



Figure 11-3 Simulation Results 
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Conclusions

The following are the main conclusions.

· For heavy blockage, as represented by the Heavy Tree-Shadowed environment, ABR yields a substantial improvement over the legacy, No-Repeat system.

· The improvement is greater for higher coding rate (higher open-sky throughput) systems than lower coding rate systems.  As an example, note that in the Case 4 where the open-sky throughput is 170 kbps, the ABR Goodput is approximately 55 kbps when the legacy system is practically blocked.

· For moderate to light blockage, ABR and No-Repeat systems have approximately similar throughputs, although ABR does perform 10 – 20% better.  The approximately similar performance of ABR and No-Repeat systems show that, although the effective packet length has increased through repetition, it has not caused a reduction in the Goodput of ABR relative to that of No Repeat.  This is because the legacy system suffers an approximately similar loss of Goodput as ABR, not dues to slowing down of the data rate but due to large BLER, which is assumed to cause erased packets.  The choice of Goodput (rate of passing good data blocks) as the KPI may be somewhat forgiving to the legacy system as very large block errors, as experienced by the legacy system, may cause problems in the upper protocol layers.  In other words, not all ‘good blocks’ may be usable in the upper layers if they surrounded by too many bad blocks. 

· The lower BLERs of ABR relative to No Repeat show the effectiveness of packet repetition.

A study was conducted on how much the one-hop satellite delay involved in the ABR scheme was reducing the Goodput by mis-tracking state transitions.   Figure 12 shows the results of simulations performed with and without the satellite delay (the plots on the left are with satellite delay, and those on the right are without satellite delay).  The performance loss is approximately 5 – 10%.  This shows that the chosen ABR system parameters are well matched to the GEO delay and channel blockage characteristics, as specified in the standard channel model. 



Figure 12 Performance Loss in ABR due to one-hop satellite delay
(Plots on the left are with satellite delay, and those on the right are without satellite delay)
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Appendix I
Land Mobile Satellite (LMS) Channel Model Implementation Approach
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image19.emf
Throughput for NPDSCH (MCS12, SF3) - ABR vs No-rep
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Throughput for NPDSCH (MCS12, SF3) - ABR vs No-rep
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image21.png
» Athree-state model was used to accommodate the wide dynamic range in the received signal level [1]

- S; — LOS conditions (0 dB relative to LOS signal level)
- S, — Moderate shadowing conditions (-3 dB relative to LOS signal level)
- S; — Deep shadowing conditions (-12 dB relative to LOS signal level)

* Markov chain stochastic process is used to describe the LMS propagation model in such a way that the probability of
being in a given state is only dependent on the previous state

» Markov chain model is defined by

- State Transition Probability Matrix [P], where each element P, represents the probability of change from state-i to

state-j
- State probability matrix [W], where each element W, represents the total probability of being in the state-i

- Asymptotically [W][P] = [W]
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LMS Channel Modeling of Received Signal for Urban Area with Elevation 40°(1 of 2)

+ Markov chain Matrices [P] and [W]: (ref. [1])
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» A State Frame is defined as the minimum state length (in meter) from the analysis of experimental data.
A new state will be drawn randomly every time the mobile travels the distance of a state frame. The
State Frame lengths in meters for the urban area with elevation angle of 40 are given by (ref. [6])

Environment State State Length (m)
Urban 1 8.9
2 8.7
3 4.5
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LMS Channel Modeling of Received Signal for Suburban Area with Elevation 40’ (1 of 2)

« Markov chain Matrices [P] and [W]: (ref. [1])
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* The State Frame lengths in meters for the suburban area with elevation angle of 40'are given by (ref.

[61)
Environment State State Length (m)
Suburban 1 52
2 3.7

3 3.0
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LMS Channel Modeling of Received Signal for Heavy Tree Shadowed Area with Elevation 40° (1 of 2)

» Markov chain Matrices [P] and [W]: (ref.[1])
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» The State Frame lengths in meters for the heavy tree shadowed area with elevation angle of 40 are
given by (ref. [6])

Environment State State Length (m)
Heavy tree 1 -
shadow ) 48
3 4.5
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LMS Channel Modeling of Received Signal for Intermediate Tree Shadowed Area with Elevation 40 (1 of 2)

» Markov chain Matrices [P] and [W]: (ref.[1])
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+ The State Frame lengths in meters for the Intermediate Tree Shadowed area with elevation angle of 40°
are given by (ref. [6])

Environment State State Length (m)

Intermediate 1 6.3
tree shadow ) 63

3 4.5





