Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG RAN WG1 #103-e


R1-2007977 

e-Meeting, October 26th – November 13th, 2020

Source: 
ZTE

Title:
Discussion on DL 1024QAM for NR FR1
Agenda Item:
8.16 
Document for:
Discussion/Decision
1 Introduction

In RAN#89e meeting, the WID on DL 1024QAM for NR in FR1 was agreed [1]. The main objectives for RAN1 are as follows:  

· Specify high order modulation for PDSCH [RAN1]

· Specify 1024QAM constellation as specified in E-UTRA for DL PDSCH

· Specify corresponding MCS table with 1024QAM entries as defined in E-UTRA

· Note: DCI overhead for MCS indication should be the same as in Rel-15  
· Specify corresponding CQI feedback with 1024QAM entries as defined in E-UTRA
As the channel coding for PDSCH in E-UTRA (i.e. turbo coding) and NR (i.e. LDPC coding) is different, the CQI table and MCS table with 1024QAM entries as defined in E-UTRA need to be evaluated with NR LDPC coding. Moreover, a potential enhancement for 1024QAM such as signal shaping scheme is also discussed and studied here for future evolution.

2 Discussion on DL 1024QAM for NR
 1024QAM constellation for NR
In LTE, in the case of 1024QAM modulation, each 10-tuplets of bits, i.e. b(i), b(i+1), b(i+2), b(i+3), b(i+4), b(i+5), b(i+6), b(i+7), b(i+8), b(i+9), are mapped to complex-valued modulation symbols [image: image1.wmf]x

 according to the following equation[2]: 
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According to the objectives of the WID, the above 1024QAM constellation should be reused for NR PDSCH. 
Proposal 1: LTE 1024QAM constellation should be reused for NR. 

 DL 1024QAM CQI table for NR
In LTE, the CQI table with 1024QAM entries is shown as Table 1 [3]. The BLER performance under AWGN by using LTE turbo coding is shown in Figure 1(a) [4]. It can be seen that the SNR spacing between the adjacent CQI indices with 1024QAM is around 3dB at BLER of 10%. Considering the different channel coding schemes for NR and LTE, it is necessary to evaluate the SNR spacing between the adjacent CQI entries with 1024QAM by using NR LDPC coding. The BLER vs SNR curves for the CQI entries with index of 13-15 are shown in Figure 1(b) based on simulation parameters in Table A.1. 
Table 1: 4-bit CQI Table 4 in LTE

	CQI index
	modulation
	code rate x 1024
	Efficiency

	0
	out of range

	1
	QPSK 
	78 
	0.1523 

	2
	QPSK 
	193 
	0.3770 

	3
	QPSK 
	449 
	0.8770 

	4
	16QAM 
	378 
	1.4766 

	5
	16QAM 
	616
	2.4063

	6
	64QAM 
	567
	3.3223

	7
	64QAM 
	666
	3.9023

	8
	64QAM 
	772
	4.5234

	9
	64QAM 
	873
	5.1152

	10
	256QAM 
	711
	5.5547

	11
	256QAM
	797
	6.2266

	12
	256QAM 
	885
	6.9141

	13
	256QAM 
	948
	7.4063

	14
	1024QAM 
	853
	8.3321

	15
	1024QAM 
	948 
	9.2578
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(a) Turbo coding




 (b) LDPC coding

Figure 1 BLER vs SNR performance for the last 3 CQI entries in Table 1
From the simulation results in Figure 1, it can be seen that 

1) the SNR spacing between adjacent CQI entries with index of 13-15 by using turbo coding is around 3dB; 
2) the values of SNR spacing between adjacent CQI entries with index of 13-15 by using LDPC coding are not equal, which are 2.3dB and 3dB, respectively.
Observation 1: The SNR spacing between adjacent CQI entries with index of 13-15 in LTE CQI table 4 by using turbo coding is around 3dB. 
Observation 2: The values of SNR spacing between adjacent CQI entries with index of 13-15 in LTE CQI table 4 by using LDPC coding are not equal, which are 2.3dB and 3dB, respectively.
In order to ensure the transmission stability in low SNR region, the SE vs SNR performance of CQI entries with index of 1-15 in Table 1 at BLER of 10% by using NR LDPC coding is evaluated and shown in Figure 2. 
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Figure 2 SE vs SNR performance at BLER=10% by using NR LDPC coding
It can be seen from Figure 2 that the values of SNR spacing are around 4dB between adjacent CQI entries with QPSK and 16QAM, 2dB between adjacent CQI entries with 64QAM and 256QAM, and 3dB between adjacent CQI entries with 1024QAM as shown in Table A.2 in Appendix. Therefore, the following observations can be summarized for NR LDPC coding, 
1) the values of SNR spacing between adjacent CQI entries with the same modulation order are almost identical; 
2) the values of SNR spacing between adjacent CQI entries vary with the modulation orders.
According to the above analysis, though the simulation results show unequal SNR spacing between adjacent CQI entries with index of 13-15 by using NR LDPC coding, the SNR spacing between CQI entries with the same modulation order is approximately the same, and the transmission stability in low SNR region for Table 1 is guaranteed for NR PDSCH. Moreover, to simplify the standardization workload, we propose that LTE CQI table with 1024QAM entries can be reused for NR PDSCH.

Observation 3: The SNR spacing for LTE CQI table 4 is around 4dB between adjacent CQI entries with QPSK and 16QAM, 2dB between adjacent CQI entries with 64QAM and 256QAM, and 3dB between adjacent CQI entries with 1024QAM.

Observation 4: The transmission stability in low SNR region for LTE CQI table 4 is guaranteed for NR PDSCH.

Proposal 2: To simplify the standardization workload, LTE CQI table with 1024QAM entries should be reused for NR PDSCH.

 DL 1024QAM MCS table in NR
There are two MCS tables with 1024QAM entries in LTE including 32 and 64 MCS indices as shown in Tables A.3 and A.4 in Appendix, respectively. It is observed from the following objective that the NR 1024QAM MCS table should be specified as the MCS table with 1024QAM entries defined in LTE and the total number of entries should be 32 to ensure the same DCI overhead for MCS indication as in Rel-15 (i.e. 5-bit indication).
	· Specify corresponding MCS table with 1024QAM entries as defined in E-UTRA

Note: DCI overhead for MCS indication should be the same as in Rel-15. 


Observation 5: According to the WID, the 1024QAM MCS table for NR PDSCH should be specified as the 1024QAM MCS table with 32 entries defined in LTE.
Hence, the proposed 5-bit MCS table with 1024QAM entries for NR PDSCH is shown as Table 2. 
Table 2: Proposed MCS table with 1024QAM entries for NR PDSCH

	MCS Index
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	Modulation Order
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	Target code Rate R x [1024]
	Spectral

efficiency

	0
	2
	120
	0.2344

	1
	2
	193
	0.3770

	2
	2
	308
	0.6016

	3
	2
	449
	0.8770

	4
	2
	602
	1.1758

	5
	4
	434
	1.6953

	6
	4
	553
	2.1602

	7
	4
	658
	2.5703

	8
	6
	466
	2.7305

	9
	6
	567
	3.3223

	10
	6
	666
	3.9023

	11
	6
	719
	4.2129

	12
	6
	772
	4.5234

	13
	6
	822
	4.8164

	14
	6
	873
	5.1152

	15
	8
	682.5
	5.3320

	16
	8
	711
	5.5547

	17
	8
	754
	5.8906

	18
	8
	797
	6.2266

	19
	8
	841
	6.5703

	20
	8
	885
	6.9141

	21
	8
	916.5
	7.1602

	22
	8
	948
	7.4063

	23
	10
	806
	7.8711

	24
	10
	853
	8.3321

	25
	10
	900.5
	8.7939

	26
	10
	948
	9.2578

	27
	2
	
	reserved

	28
	4
	
	

	29
	6
	
	

	30
	8
	
	

	31
	10
	
	


It should be clarified first that the combinations of modulation order and target code rate for all of MCS entries in Table 2 are designed according to the following agreements in RAN1#90bis meeting [5] and RAN1#92 meeting [6]. Wherein NR 256QAM MCS table in Table A.5 [7] in Appendix is used to determine the target code rate and spectral efficiency of NR 1024QAM MCS table. 
	Agreements in RAN1#90bis:
· For introduction of 1024QAM MCS table:

· Remove M entries from the 256QAM table while maintaining (close to) uniformly spaced SE, while keeping the lowest MCS

· Add M new entries for 1024QAM, with (close to) uniformly spaced SE

· Including 1 entry to support re-transmission with 1024 QAM
Agreements in RAN1#92:
The removed entries from 256QAM table are {5, 7, 9, 12, 14}.


To be more specific, Table 2 is derived according to the following steps. 
1) The modulation order corresponding to each MCS index in Table 2 is the same with that in the LTE 1024QAM MCS table. Therefore, add 5 new entries for 1024QAM including 1 entry to support re-transmission with 1024QAM.
a. The entries with MCS index of 24 and 26 in Table 2 are extracted from the 1024QAM entries in 1024QAM CQI table. 

b. To ensure uniformly spaced SE, the SE of MCS index of 23 and 25 with 1024QAM are obtained by averaging the SE of adjacent MCS entries, i.e., 
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8.7939. Herein, the target code rate in Table 2 is approximately equal to (SE/Qm).

2) Remove 5 entries with MCS index of {5, 7, 9, 12, 14} from NR 256QAM MCS table (i.e., Table A.5) to obtain the MCS entries with index of 0-22 and 27-30 in Table 2. 
Observation 6: The 1024QAM MCS table in Table 2 follows the design rule agreed in RAN1#90bis and RAN1#92 meeting.
Considering that the high modulation orders (e.g. 1024QAM) are always used to achieve a large peak data rate, a fixed large TBS (i.e. TBS=8424) is also assumed to evaluate the Table 2. Figures 3 (a) and (b) show the simulation results of BLER vs SNR performance for Table 2 by using NR LDPC coding based on fixed NPRB = 6 and TBS = 8424, respectively. Figures 4 (a) and (b) show the simulation results of SE vs SNR performance for Table 2 by using NR LDPC coding based on fixed NPRB = 6 and TBS = 8424 respectively. The simulation parameters are shown in Table A.1 in Appendix.
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(a) Fixed number of RB=6
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(b) Fixed TBS=8424
Figure 3 BLER vs SNR curves for MCS entries in Table 2
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(a)  Fixed number of RB= 6                                   (b) Fixed TBS=8424
Figure 4 SE vs SNR curves at BLER=10% by using NR LDPC coding

From the simulation results in Figure 3 and Figure 4, it can be observed that
· The gaps between adjacent BLER curves in low SNR region and high SNR region are approximately same;
· The SNR spacing between the adjacent MCS entries is around 2dB for MCS index of 0-10, around 1dB for MCS index of 11-22, and around 1.5dB for MCS index of 23-26 with 1024QAM as shown in Table A.6 in Appendix;

· The SNR spacing is almost the same for MCS entries with the same modulation order except for 64QAM entries, where the SNR spacing is around 2dB for the first threes 64QAM entries and 1dB for the last five 64QAM entries.

According to the analysis, Table 2 should be used as the MCS table with 1024QAM MCS entries for NR PDSCH.
Observation 7: The SNR spacing between the adjacent MCS entries in Table 2 is around 2dB for MCS index of 0-10, around 1dB for MCS index of 11-22, and around 1.5dB for MCS index of 23-26 with 1024QAM. 
Proposal 3: Table 2 should be used as the MCS table with 1024QAM entries for NR PDSCH.
Moreover, according to the following agreements in RAN1#92 meeting [6], the 1024QAM MCS table in LTE can be used for all DCI formats except for DCI formats 1A and 1C. Hence, the use of 1024QAM MCS table for NR PDSCH should not be used for the DCI format for the DCI format 1-0 which corresponds to the same usage as DCI formats 1A and 1C. 
	Agreements in RAN1#92:
Limit use of 1024QAM MCS table only to PDSCH transmission with CRC scrambled by C-RNTI or SPS-C-RNTI for all DCI Formats except DCI formats 1A and 1C.


Proposal 4: The NR 1024QAM MCS table should not be used for the DCI format 1-0.
3 Others
· Probabilistic Amplitude Shaping

It is well known that quadrature amplitude modulation (QAM) has an achievable rate gap compared to Gaussian signaling [8], see Appendix A.7 for details. As the modulation order grows, the gap between QAM and Gaussian signaling grows. The ultimate rate loss is 0.5092, which means that to achieve the same spectral efficiency, QAM has to increase the signal-to-noise ratio (SNR) by about 1.53 dB. This is a very large loss. To reduce this loss, probabilistic shaping [9] on QAM constellations is a promising way. The idea is to transmit low-power QAM constellation points more frequently than high-power ones.

Among different probabilistic shaping schemes, probabilistic amplitude shaping (PAS) is a low-complexity and rate-compatible scheme based on QAM constellations that can approach the Gaussian capacity at a wide spectral efficiency (from 2 to 10 at a step of 0.2) [9].

PAS is a serial concatenation scheme of two main components: a distribution matching (DM) and a channel coding [9]. In the following, we present a scheme that combines PAS and NR LDPC coding for high efficiency coded modulation transmission, where the diagram is shown in Figure 5. Suppose that a transport block (TB) of TBS bits is transmitted with Nx QAM symbols. The scheme contains the following steps.

· Bit splitting: This step is used to adjust the spectral efficiency of the whole scheme. The bit sequence of the TB attached with LTB CRC bits is parted into two parts: the first part with Kc bits is input to distribution matching, the second part with Kd bits is directly input to NR LDPC coding.
· Distribution matching: This is the core of PAS, which contains the following two steps.
· Bit-to-amplitude encoding: This step is used to generate amplitude sequences with lower average transmission power compared to equiprobable amplitude sequences, which brings gains. The Kd equiprobable bits in the second part are converted to a non-equiprobable amplitude sequence of length Na = 2Nx by a process called distribution matching, where the distribution matching has a predefined probability distribution for amplitudes 
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 is the set of absolute values of the real (or imaginary) part of QAM constellation with modulation order Qm before power normalization. Generally, small amplitudes appears more frequently than large amplitudes in the sequence.
· Amplitude-to-bit mapping: The step is used for converting amplitudes to bits for channel coding. Each amplitude in the non-equiprobable amplitude sequence is mapped into ma = Qm/2-1 bits according to labeling of the QAM constellation, resulting in Nd = (Qm-2)Nx bits. Appendix A.8 gives the amplitude-to-bit mapping for 1024QAM in LTE and 16QAM, 64QAM and 256QAM in NR.
· Systematic channel coding: The Kc bits in the first part (denote as cc) and Nd bits from distribution matching (denoted as e) are input to NR LDPC coding.
· Bit filling: In the original PAS, the Nd bits from distribution matching cannot be punctured. However, the first 2Zc input to NR LDPC coding is punctured, where Zc is the lifting size. As a result, if 2Zc > Kc, we will fill K0 = 2Zc-Kc zero bits (denoted as 0) between cc and e, resulting in a sequence f = [cc, 0, e]. If 2Zc<Kc, we set K0 = 0.
· NR LDPC coding: Input f to NR LDPC coding, generate Np parity-check bits p for being the sign bits for the non-equiprobable amplitude sequence. Same as the original PAS, every amplitude in the amplitude sequence is associated with a sign bit. Both input bits not from distribution matching and parity-check bits can be used for sign bits. As a result, we need 2Nx sign bits and Np = 2Nx - Kc.
· Modulation: The non-equiprobable amplitude sequence (denoted as 
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 is a power normalized factor related to distribution matching and modulation order Qm and 
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. From the formula, it is clear that the bit sequence q is used to determine whether the real (or imaginary) part in a modulated symbol is positive or negative, that is the reason for q called sign bits.
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Figure 5 Diagram for the PAS transmitter using NR LDPC coding.
Observation 8: Systematic channel coding is used for PAS. NR LDPC coding can be applied to PAS.

Observation 9: The interleaving after NR LDPC coding is replaced by the interleaving inherently in PAS, where the absolute values of the real (or imaginary) part of QAM constellation points are all mapped from input bits of NR LDPC coding while all parity-check bits are mapped to signs of the real (or imaginary) part of QAM constellation points. This interleaving is just opposite to the interleaving in NR.
Suppose that s is the QAM symbol sequence of the PAS scheme and is transmitted over AWGN channel with y = s + n received, where y and n are the received sequence and AWGN noise sequence, respectively. The demodulation and decoding procedure for PAS is as follows.

· Demodulation: QAM demodulation are performed on y with a priori probability specific by distribution matching, resulting in a log-likelihood ratio (LLR) sequence.
· Channel decoding: Channel decoding is performed with the LLR sequence as input and output hard decision bits.
· Distribution dematching:
· Bit-to-amplitude demapping: The hard decision bits are demapped to amplitude sequence using the same labeling of the QAM constellation as the PAS transmitter.
· Amplitude-to-bit decoding: The amplitude sequence is decoded to information bits according to the inverse of the bit-to-amplitude encoding.
Note that in the above process, there is no iterations between demodulation, decoding and distribution dematching. Also, distribution dematching is based on hard decision.

Observation 10: The demodulation and decoding of the PAS scheme does not have iterations. Also, there is no soft message between decoding and distribution dematching. These two aspects keep the receiver complexity low.
· Simulation Results

For link-level simulation (LLS), we consider the CQI entries with index 14 and 15 in Table 1, which results in TBS = 7168 bits with SE = TBS/NRE = 8.2963 and TBS = 7936 bits with SE = 9.1852 under the simulation assumptions in Appendix A.2, respectively.
There are many solutions for distribution matching in the literature, see [10] for more details of different distribution matching methods. Among these methods, one called approximate enumerative sphere shaping (AESS) [10] is used in the simulation. AESS has the following advantages.
· AESS can be optimized by determining the ratio Kd/Na (it is the entropy of the amplitude probability distribution at the output of the bit-to-amplitude encoding) to maximize the shaping gain for PAS, i.e., narrowing the gap between shaped QAM and Gaussian signaling for a given modulation order Qm.
· The encoding and decoding of AESS is based on a trellis and only addition is used, resulting in low complexity.
· The trellis for encoding and decoding is only related to the value Kd and Na and is easy to generate.
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	(a) CQI entry with index 14, AWGN channel
	(b) CQI entry with index 14, TDL-A,30ns channel
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	(c) CQI entry with index 15, AWGN channel
	(d) CQI entry with index 15, TDL-A,30ns channel


Figure 5 Comparison between the NR scheme and the PAS scheme in high transmission rate. “NR” denotes no shaping schemes in 5G. “AESS” denotes the PAS scheme using AESS as distribution matching.

The optimized ratios Kd/Na for AESS for CQI entries with index 14 and 15 are 3.6720 and 3.8765, respectively. According to simulation parameters, the value Na = 2Nx = 2NRE = 2×864 = 1728. However, to reduce the memory for encoding and decoding of AESS, we set a small block with N’a = 144 for distribution matching, i.e., every NR LDPC code block has 1728/144 = 12 DM blocks. The simulation results are shown in Figure 5. For comparison, both the unshaped sheme and the shaped sheme have the same spectral efficiency. We observe that

· for the CQI entry with index 14, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are in the interval between 0.90 dB and 0.96 dB for both AWGN channel and TDL-A, 30ns channel;
· for the CQI entry with index 14, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are in the interval between 0.54 dB and 0.61 dB for both AWGN channel and TDL-A, 30ns channel.
Observation 11: For the CQI entry with index 14, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are larger than 0.90 dB under both AWGN channel and TDL-A, 30ns channel. For the CQI entry with index 15, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are larger than 0.50 dB under both AWGN channel and TDL-A, 30ns channel.
We also observe that the shaping gain at a given target BLER is nearly the same for AWGN channel and TDL-A, 30ns channel. The theoretical gaps between unshaping/shaping schemes and channel capacity for AWGN channel are shown in Figure A1. It can be observed that the theoretical shaping gains for SE = 8.30 and 9.20 for 1024QAM are 1.2307 dB and 0.8436 dB, respectively. Hence, the shaping gain for simulation in Figure 5 is about 0.2 ~ 0.3 dB less than the theoretical gains for AWGN channels.

4 Conclusion

In this contribution, the observations and proposals for DL 1024QAM for NR and further signal shaping techniqueare as follows:

Observation 1: The SNR spacing between adjacent CQI entries with index of 13-15 in LTE CQI table 4 by using turbo coding is around 3dB. 
Observation 2: The values of SNR spacing between adjacent CQI entries with index of 13-15 in LTE CQI table 4 by using LDPC coding are not equal, which are 2.3dB and 3dB, respectively.
Observation 3: The SNR spacing for LTE CQI table 4 is around 4dB between adjacent CQI entries with QPSK and 16QAM, 2dB between adjacent CQI entries with 64QAM and 256QAM, and 3dB between adjacent CQI entries with 1024QAM.

Observation 4: The transmission stability in low SNR region for LTE CQI table 4 is guaranteed for NR PDSCH.

Observation 5: According to the WID, the 1024QAM MCS table for NR PDSCH should be specified as the 1024QAM MCS table with 32 entries defined in LTE.
Observation 6: The 1024QAM MCS table in Table 2 follows the design rule agreed in RAN1#90bis and RAN1#92 meeting.

Observation 7: The SNR spacing between the adjacent MCS entries in Table 2 is around 2dB for MCS index of 0-10, around 1dB for MCS index of 11-22, and around 1.5dB for MCS index of 23-26 with 1024QAM.

Observation 8: Systematic channel coding is used for PAS. NR LDPC coding can be applied to PAS.

Observation 9: The interleaving after NR LDPC coding is replaced by the interleaving inherently in PAS, where the absolute values of the real (or imaginary) part of QAM constellation points are all mapped from input bits of NR LDPC coding while all parity-check bits are mapped to signs of the real (or imaginary) part of QAM constellation points. This interleaving is just opposite to the interleaving in NR.
Observation 10: The demodulation and decoding of the PAS scheme does not have iterations. Also, there is no soft message between decoding and distribution dematching. These two aspects keep the receiver complexity low.
Observation 11: For the CQI entry with index 14, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are larger than 0.90 dB under both AWGN channel and TDL-A, 30ns channel. For the CQI entry with index 15, the gains between shaping and unshaping schemes at BLER = 0.1 and 0.01 are larger than 0.50 dB under both AWGN channel and TDL-A, 30ns channel.
Proposal 1: LTE 1024QAM constellation should be reused for NR. 

Proposal 2: To simplify the standardization workload, LTE CQI table with 1024QAM entries should be reused for NR PDSCH.

Proposal 3: Table 2 should be used as the MCS table with 1024QAM entries for NR PDSCH.

Proposal 4: The NR 1024QAM MCS table should not be used for the DCI format 1-0.
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Appendix

A.1 1024QAM constellation in E-UTRA[1]
In case of 1024QAM modulation, 10-tuplets of bits, [image: image33.wmf](),(1),(2),(3),(4),(5),(6),(7),(8),(9)
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A.2 Simulation parameters for 1024QAM for PDSCH in NR
Table A.1
Simulation assumptions  

	Parameters
	Value

	Carrier
	0.7 GHz

	Subcarrier spacing
	15 kHz

	RB number and Data block size
	Fixed 6 RBs, changed block size dependent on code rate;

Fixed TBS=8424, changed the number of RBs dependent on code rate.

	Total RE number
	864 (144 REs for each RB)

	Cyclic prefix
	normal

	Code rate and Efficiency
	Table 1 and Table 2 in Section 2

	Coding Scheme
	NR LDPC 

	Decoding Scheme
	Min-Sum Decoder with scaling factor=0.75.

	CRC
	If TBS>3824, TB_CRC = 24bits; otherwise, TB_CRC = 16 bits.

	Bit Interleaver
	Interleaving scheme for LDPC coding in TS 38.212.

	Target BLER
	10^-1; 10^-2.

	Antenna configuration and Channel model 
	1T1R for AWGN channel; 1T2R for TDL-A, 30ns

	Channel estimation
	ideal channel estimation (ICE)

	HARQ
	No HARQ

	RV
	0


A.3 SNR spacing between two adjacent entries in 1024QAM CQI table
Table A.2 SNR@BLER=10% and SNR spacing in 1024QAM CQI table based on 6RBs
	CQI index
	modulation
	code rate x 1024
	Efficiency
	SNR@10% BLER

(dB)
	SNR spacing

(dB)

	0
	out of range
	
	

	1
	QPSK 
	78 
	0.1523 
	-6.98 
	

	2
	QPSK 
	193 
	0.3770 
	-3.39 
	3.59 

	3
	QPSK 
	449 
	0.8770 
	0.74 
	4.13 

	4
	16QAM 
	378 
	1.4766 
	4.30 
	3.56 

	5
	16QAM 
	616
	2.4063
	7.95 
	3.66 

	6
	64QAM 
	567
	3.3223
	11.47 
	3.51 

	7
	64QAM 
	666
	3.9023
	13.48 
	2.01 

	8
	64QAM 
	772
	4.5234
	15.40 
	1.92 

	9
	64QAM 
	873
	5.1152
	17.13 
	1.73 

	10
	256QAM 
	711
	5.5547
	18.76 
	1.63 

	11
	256QAM
	797
	6.2266
	20.94 
	2.18 

	12
	256QAM 
	885
	6.9141
	22.70 
	1.76 

	13
	256QAM 
	948
	7.4063
	25.05 
	2.35 

	14
	1024QAM 
	853
	8.3321
	27.31 
	2.25 

	15
	1024QAM 
	948 
	9.2578
	30.27 
	2.96 


A.4 1024QAM MCS tables in LTE[3]
Table A.3. Modulation and TBS index table 3 for PDSCH

	MCS Index
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	0
	2 
	2
	0 

	1
	2 
	2
	2 

	2
	2 
	2
	4 

	3
	2 
	4
	6 

	4
	2 
	4
	8 

	5
	4 
	6
	11 

	6
	4 
	6
	13 

	7
	4 
	8
	15 

	8
	6 
	8
	16 

	9
	6 
	8
	18 

	10
	6 
	8
	20 

	11
	6 
	8
	21 

	12
	6 
	8
	22 

	13
	6 
	8
	23 

	14
	6 
	8
	24 

	15
	8 
	8
	25 

	16
	8 
	8
	27 

	17
	8 
	8
	28 

	18
	8 
	8
	29 

	19
	8 
	8
	30 

	20
	8 
	8
	31 

	21
	8 
	8
	32 

	22
	8 
	8
	33/33A/33B 

	23
	10
	10
	34A

	24
	10
	10
	35

	25
	10
	10
	36

	26
	10
	10
	37A/37

	27
	2 
	2 
	reserved

	28
	4 
	4 
	

	29
	6 
	6 
	

	30
	8 
	8 
	

	31
	10
	10
	


Table A.4. Modulation and TBS index table 4 for PDSCH

	MCS Index
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	0
	2
	2
	0

	1
	2
	2
	1

	2
	2
	2
	2

	3
	2
	2
	3

	4
	2
	2
	4

	5
	2
	4
	5

	6
	2
	4
	6

	7
	2
	4
	7

	8
	2
	4
	8

	9
	2
	4
	9

	10
	4
	6
	9

	11
	4
	6
	10

	12
	4
	6
	11

	13
	4
	6
	12

	14
	4
	6
	13

	15
	4
	6
	14

	16
	4
	6
	15

	17
	6
	6
	15

	18
	6
	6
	16

	19
	6
	6
	17

	20
	6
	6
	18

	21
	6
	6
	19

	22
	6
	6
	20

	23
	6
	6
	21

	24
	6
	6
	22

	25
	6
	6
	23

	26
	6
	6
	24

	27
	6
	6
	25

	28
	6
	6
	27

	29
	6
	6
	28

	30
	8 
	8
	25 

	31
	8 
	8
	27 

	32
	8 
	8
	28 

	33
	8 
	8
	29 

	34
	8 
	8
	30 

	35
	8 
	8
	31 

	36
	8 
	8
	32 

	37
	8 
	8
	33A 

	38
	8 
	8
	33/33B 

	39
	10
	10
	34A

	40
	10
	10
	35

	41
	10
	10
	36

	42
	10
	10
	37A

	43
	10
	10
	37

	44
	2
	2
	0

	45
	2
	2
	2

	46
	4
	6
	9

	47
	4
	6
	11

	48
	4
	6
	13

	49
	6
	6
	15

	50
	6
	6
	17

	51
	6
	6
	19

	52
	6
	6
	21

	53
	8
	8
	25

	54
	8
	8
	28

	55
	8
	8
	30

	56
	8
	8
	32

	57
	10
	10
	34A

	58
	10
	10
	36

	59
	2
	2
	Reserved

	60
	4
	4
	

	61
	6
	6
	

	62
	8
	8
	

	63
	10
	10
	


A.5 256QAM MCS table in NR
Table A.5 256QAM MCS table in NR

	MCS Index
IMCS 
	Modulation Order
 Qm
	Target code Rate R x [1024]
	Spectral

efficiency

	0
	2
	120
	0.2344

	1
	2
	193
	0.3770

	2
	2
	308
	0.6016

	3
	2
	449
	0.8770

	4
	2
	602
	1.1758

	5
	4
	378
	1.4766

	6
	4
	434
	1.6953

	7
	4
	490
	1.9141

	8
	4
	553
	2.1602

	9
	4
	616
	2.4063

	10
	4
	658
	2.5703

	11
	6
	466
	2.7305

	12
	6
	517
	3.0293

	13
	6
	567
	3.3223

	14
	6
	616
	3.6094

	15
	6
	666
	3.9023

	16
	6
	719
	4.2129

	17
	6
	772
	4.5234

	18
	6
	822
	4.8164

	19
	6
	873
	5.1152

	20
	8
	682.5
	5.3320

	21
	8
	711
	5.5547

	22
	8
	754
	5.8906

	23
	8
	797
	6.2266

	24
	8
	841
	6.5703

	25
	8
	885
	6.9141

	26
	8
	916.5
	7.1602

	27
	8
	948
	7.4063

	28
	2
	reserved

	29
	4
	reserved

	30
	6
	reserved

	31
	8
	reserved


A.6 SNR spacing between two adjacent entries in 1024QAM MCStable

Table A.6 SNR spacing in 1024QAM MCS table based on 6RBs and TBS=8424
	MCS Index
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	Target code Rate R x [1024]
	Spectral

efficiency
	SNR space based on 6RBs

(dB)
	SNR spacing based on TBS=8424

(dB)

	0
	2
	120
	0.2344
	
	

	1
	2
	193
	0.3770
	1.75 
	2.06 

	2
	2
	308
	0.6016
	2.22 
	2.38 

	3
	2
	449
	0.8770
	1.91 
	1.90 

	4
	2
	602
	1.1758
	1.74 
	1.80 

	5
	4
	378
	1.4766
	2.58 
	2.82 

	6
	4
	490
	1.9141
	2.00 
	1.82 

	7
	4
	616
	2.4063
	1.64 
	1.57 

	8
	6
	466
	2.7305
	1.08 
	1.71 

	9
	6
	567
	3.3223
	1.68 
	1.77 

	10
	6
	666
	3.9023
	2.01 
	1.81 

	11
	6
	719
	4.2129
	0.86 
	0.95 

	12
	6
	772
	4.5234
	1.06 
	0.88 

	13
	6
	822
	4.8164
	0.74 
	0.91 

	14
	6
	873
	5.1152
	0.99 
	1.02 

	15
	8
	682.5
	5.3320
	1.18 
	1.29 

	16
	8
	711
	5.5547
	0.46 
	0.56 

	17
	8
	754
	5.8906
	1.24 
	0.95 

	18
	8
	797
	6.2266
	0.94 
	0.94 

	19
	8
	841
	6.5703
	0.85 
	0.99 

	20
	8
	885
	6.9141
	0.92 
	0.98 

	21
	8
	916.5
	7.1602
	1.05 
	0.93 

	22
	8
	948
	7.4063
	1.30 
	1.11 

	23
	10
	806
	7.8711
	1.02 
	1.28 

	24
	10
	853
	8.3321
	1.24 
	1.20 

	25
	10
	900.5
	8.7940
	1.35 
	1.43 

	26
	10
	948
	9.2578
	1.61 
	1.73 

	27
	2
	
	reserved
	
	

	28
	4
	
	
	
	

	29
	6
	
	
	
	

	30
	8
	
	
	
	

	31
	10
	
	
	
	


A.7 Gap between QAM and Gaussian signaling
Figure A1 shows that the gap between uniform probability Gray-labeled QAM modulations with bit-interleaved coded modulation (BICM) iterations (denoted as “Uni. RSMD”, where SMD is short for symbol metric decoding) and the additive white Gaussian noise (AWGN) channel capacity increases as spectral efficiency (SE) increases. For SE > 6, the gap is larger than 1 dB. A worse case is that without BICM iterations, the gap (denoted as “Uni. RBMD”, where BMD is short for bit metric decoding) can be larger than 1.5 dB. Figure A1 also shows the gap between probabilistic shaped QAM and the AWGN capacity for both with BICM iterations (denoted as “PAS RSMD”) and without BICM iterations (denoted as “PAS RBMD”). We can observe that

· For SE > Qm-2, the gaps for PAS RSMD and PAS RBMD are the same, where Qm is the modulation order.

· For SE < Qm-2, the gaps for PAS RSMD is close to zero, while the gaps for PAS RBMD is less than 0.1 dB.

For the same modulation order Qm, the shaping gain of probabilistic shaped QAM can be greater than 1 dB for SE < Qm-1 for both PAS RSMD and PAS RBMD.

Observation A1: For uniformly probabilistic QAM, the achievable rate gap to capacity increases as spectral efficiency increases. The gap is larger than 1 dB above SE = 6. In addition, the gap can be larger than 1.5 dB without iterations between demodulation and decoding.

Observation A2: With signal shaping, the PAS scheme can approach the capacity within 0.2 dB for a wide spectral efficiency. More than 1 dB shaping gain can be obtained for a wide range of SE for the case without iterations between demodulation and decoding.
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Figure A1 Gap to capacity limits (2SE-1) for Gray-labeled QAM modulation. “Uni. RSMD” for unshaped limits with BICM iterations. “Uni. RBMD” for unshaped limits without BICM iterations. “PAS RSMD” for shaped limits with BICM iterations. “PAS RBMD” for unshaped limits without BICM iterations.

A.8 Amplitude-to-bit mapping for QAM

Table A.6 Amplitude-to-bit mapping for QAM in NR and Appendix A.1

	Amplitude

Before normalization 

(d2i or d2i+1)
	16QAM, Qm=4
	64QAM, Qm=6
	256QAM, Qm=8
	1024QAM, Qm=10

	
	amplitude-to-bit mapping

(e2i) or (e2i+1)
	amplitude-to-bit mapping

(e4i, e4i+1)

or (e4i+2, e4i+3)
	amplitude-to-bit mapping

(e6i, e6i+1, e6i+2)

or (e6i+3, e6i+4, e6i+5)
	amplitude-to-bit mapping

(e8i, e8i+1, e8i+2, e8i+3)

or (e8i+4, e8i+5, e8i+6, e8i+7)

	1
	0
	01
	011
	0111

	3
	1
	00
	010
	0110

	5
	N/A
	10
	000
	0100

	7
	N/A
	11
	001
	0101

	9
	N/A
	N/A
	101
	0001

	11
	N/A
	N/A
	100
	0000

	13
	N/A
	N/A
	110
	0010

	15
	N/A
	N/A
	111
	0011

	17
	N/A
	N/A
	N/A
	1011

	19
	N/A
	N/A
	N/A
	1010

	21
	N/A
	N/A
	N/A
	1000

	23
	N/A
	N/A
	N/A
	1001

	25
	N/A
	N/A
	N/A
	1101

	27
	N/A
	N/A
	N/A
	1100

	29
	N/A
	N/A
	N/A
	1110

	31
	N/A
	N/A
	N/A
	1111
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