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Introduction
In RAN#86 [1],  XR SID was agreed for Rel-17.  The objective of this study item is as follows:
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 
 In RAN#89 e-meeting,   the scope of RAN1 e-meeting  would focus on applications and evaluation methodology including identification of KPIs of interest for relevant deployment scenarios. In this contribution, we discuss the use cases, evaluation methodology & KPI, and traffic model. At last, based on proposed model, the initial simulation results are evaluated.
Use cases 
From the study of the use cases by SA4 in TR 26.928 [2], the mainly deliver methods for these use cases can be summarized as conversation, download/upload, interaction and conversation, Local, Messaging Download and Upload / Streaming with Interactive and Conversational and Streaming with Interactive, Conversational, and Split. The five main categories of XR use cases can be obtained based on their deliver methods. From TR 26.928, the level of the performance requirements and applicable scenarios are provided in the Table 1. From Table 1, we can find that the performance requirements would be different with different deliver methods. The performance requirements of the typical XR use cases could be covered by three dimensions, i.e. the transmission data rate, transmission delay and reliability. The performance prediction of the typical XR use cases is shown in the Figure 1.
Table 1: The performance requirements of the typical use cases
	No.
	Typical Use Case
	Delivery method
	Transmission data rate REQ.
	Transmission Delay REQ.
	Reliability REQ.
	Application Scenario

	1
	3D Communication
	Conversational 
	Low 
	Median 
	Median 
	Indoor/ outdoor

	2
	3D Image Messaging
	Download, Upload
	Median 
	Low
	Low 
	Indoor/ outdoor

	3
	XR Meeting
	Interactive, Conversational
	Median
	Median 
	Median 
	Indoor

	4
	Critical Mission
	Local, Messaging Download and Upload / Streaming, Interactive, Conversational
	low
	Median
	Critical: High
Non-critical: Low
	Indoor/ outdoor

	5
	Online Gaming
	Streaming, Interactive, Split, D2D
	High 
	High 
	High
	Indoor
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Figure 1:  The performance prediction of the typical XR use cases

From the prediction of XR performance, the classical type of XR use cases would be studied and evaluated as following:
· 3D communication
· XR meeting
· Online/Cloud gaming

Proposal 1: From the prediction of XR performance, the typical XR use cases would be studied and evaluated as following:
· 3D communication
· XR meeting
· Online/Cloud gaming

Evaluation methodology and KPI
 XR use cases and characteristic parameters are discussed in [2].  The initial performance requirements of XR services, such as  high throughput, low latency and high reliability, are defined. Typical XR uses cases and characteristic parameters are summarized in Table 2.






Table 2: Typical uses cases and requirements
	Service 
	Rate Range 
	PDB 
	RTT 
	PER 

	
	DL 
	UL 
	DL 
	UL 
	
	DL
	UL 

	Viewport dependent streaming 
	25 Mbps 
	More frequent HTTP requests every 100ms. 
	300ms 
	300ms 
	-- 
	10e-6 
	10e-6 

	Split Rendering: Viewport rendering with Time Warp in device 
	50 to 100 Mbps 
	Several hundreds of kbit/s 
	
10-20ms 
	
small not added to the overall target latency
(e.g. 4ms*) 
	50ms 
	10e-4* 
	10e-4* 

	XR Conversational 
	--
	--
	100 ms 
~150 ms 
	--
	--
	10e-2
~10e-3 
	--

	Cloud Gaming 
	100 Mbps 
	1Mbps 
	2.5ms 
	2.5ms 
	5ms 
	10e-4 
	10e-4 



From Table 2, we can see the the high throughput requirements up to 100Mbps for split rendering and cloud gaming applications. The end-to-end Packet delay budget (PDB) are  at range of 2.5ms for cloud gaming, and the corresponding RTT is at 5ms. For reliability, PER with high reliability at 10 -6 are shown for XR streaming services.  . 

Evaluation methodology and KPI
Latency
 The latency requirements for XR service defined in [2] is the end-to-end latency of application layer between XR client and XR server.  For XR evaluation in RAN1, the latency requirement is the air interface latency. The delay budget at Uu link would be fraction of the end-to-end delay budget. 
· XR service end-to-end latency requirements are specified by SA for different type of services.
· Air interface latency is defined as latency of L2 PDU throughput Uu link.
End-to-End latency(UE APPDN APP)
MAC
MAC
Air interface latency

Figure 2: different latency definition for XR service
The end-to-end latency  defined in SA [2] includes air interface latency, high layer processing latency,  application layer buffering, core network latency, etc. The air interface latency for XR service evaluation is derived from end-to-end latency similar to those NR Uu delay requirements for eMBB and URLLC services. The air interface delay is defined as the fraction of delay budget of  the latency requirements of XR services. Wherein, majority of delay budget and jitter will be allocated at the core network and application layer buffering. So, e.g., 20%~25% of end-to-end delay budget could be considered as allocation to Uu link.
Proposal 2: For XR service evaluation, the latency could be defined as the delay budget of Air interface is 20 – 25% of end-to-end latency requirement.

Reliability
Packet error rate (PER) is the performance index of reliability for XR service.  The PER definition is the end-to-end packet errors received at the  application layer, which include multiple protocol layer of error controls, such as TCP, RLC, and MAC HARQ, which  is challenged to be included for XR service  evaluation due to modelling and algorithm complexity for multiple protocols. It is also difficult to calibrate these protocols considering the restriction of standard timeline. We propose evaluation of XR service reliability in RAN1 side and use target BLER of air interface after HARQ as performance metric of reliability as shown in Table 3. The PER of XR service reliability requirements are mapped to BLER of Uu interface in the XR evaluation with consideration of additional higher layer error control protocol.
 Table 3: Reliability requirements for XR service
	Service 
	PER 
	BLER 

	
	DL
	UL 
	DL 
	UL 

	Viewport dependent streaming 
	10e-6 
	10e-6 
	10e-4 
	10e-4 

	Split Rendering: Viewport rendering with Time Warp in device 
	10e-4* 
	10e-4* 
	10e-2 
	10e-2 

	XR Conversational 
	10e-2
~10e-3 
	
	10e-2
~10e-3 
	

	Cloud Gaming 
	10e-4 
	10e-4 
	10e-2 
	10e-2 



Proposal 3: For XR service evaluation in RAN1, the reliability could be specified  by mapping of end-to-end PER of XR service requirements to  BLER in Uu interface.

Throughput
[bookmark: _Hlk54353350]The user perceived throughput (UPT) is an important performance index for the evaluation of XR service throughput, which is defined the ratio of the application layer packet size to the transmission of one packet. MAC PDU throughput could be considered and defined, especially for delay sensitive XR service. The method of mapping of MAC PDU throughput to UPT is the combined the BLER of MAC PDU and the latency of the packet delivery.  For example, short term throughput, which is  be defined as throughput of MAC PDU within delay budget, could be considered as the UPT of XR services.
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Figure 3: different latency definition for XR service
Proposal 4: For XR service evaluation, short term throughput, which is  be defined as throughput of MAC PDU within delay budget, could be considered as the UPT of XR services.

Power consumption
For XR service, different power consumptions are listed in [2]. It is an important performance for XR service.The evaluation methodology and power model of UE power saving study in TR38.840 could be reused for the XR power consumption evaluation according to XR service characteristic and parameters.
Proposal 5: For XR service evaluation, the power consumption evaluation methodology and metric in TR38.840 could be reused. .

System performance metric
The key performance index (KPI) is the index of the  system performance for XR services, including latency, reliability, throughput, and power consumption. . 
· Serving cell system throughput (SCT) of XR services
· For the serving cell, it provides the efficient traffic load, which could show the system performance.
· Resource utilization (RU)
· Efficiency of resource allocation, which is the ratio of allocated resource to total available resource.
· System capacity
· The cell capacity is the number of UE supported which satisfies the XR services requirements in throughput, latency and reliability per cell.
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Figure 4: system capacity illustration

Proposal 6: Serving Cell system throughput, resource utilization and System capacity could be used as the key  performance index of  XR service.

Simulation assumptions
Simulation scenario
For the simulation scenario, the typical two types of scenario could be considered for XR service, including indoor hotspot, Dense Urban. It is shown as following table 4.
Table 4: Simulation scenario for XR service evaluation
	Scenario 
	Parameters 

	Indoor hotspot
	Layout:
[image: ]
One floor of a building. The height of the floor is 3 m. The floor has a surface of 120 m × 50 m and 12 BSs/sites which are placed in 20 meter spacing.
Up to 10 or 20 UEs per cell.

	Dense Urban
	Layout: Hexogen
The macro-layer base stations are placed in a regular grid, following hexagonal layout with three TRxPs each. 
Up to 10 UEs per cell, 80% outdoor UE, 20% indoor UE



Proposal 7: Indoor hotspot and Dense Urban are considered as XR service evaluation scenarios.
General Simulation assumptions
For the general simulation assumptions, the simulation assumptions from IMT-2020 in TR37.910 could be reused for XR service evaluation. The typical parameters are shown in the  following table 5.
Table 5: Simulation assumptions for XR service evaluation
	Item	 
	Indoor Hotspot 
	Dense Urban 

	Frequency 
	FR1(4GHz), FR2(30GHz) 
	FR1(4GHz), FR2(30GHz) 

	Bandwidth 
	FR1: 20/100MHz
FR2:100/400MHz 
	FR1: 20/100MHz
FR2:100/400MHz 

	Direction 
	DSUUD 
	DSUUD 

	TX power 
	gNB:24dBm/20MHz
UE: 23dBm 
	gNB:44dBm/20MHz
UE: 23dBm 

	UE distribution 
	100% indoor UE
Indoor users: 3 km/h 
	80% indoor, 20% outdoor (in‑car)
Outdoor users (in-car): 30 km/h 
Indoor users: 3 km/h 

	Antenna configuration 
	gNB:32TX
(M,N,P,Mg,Ng; Mp,Np)=(4,4,2,1,1;4,4)
	gNB:64TX
(M,N,P,Mg,Ng; Mp,Np)=(16,8,2,1,1;4,8)



Proposal 8: The general simulation assumptions for IMT-2020 in TR37.910 could be used as the baseline simulation assumption for XR services.

Traffic models 
Traffic models are highly dependent on architectures corresponding to use cases. The traffic stream is delivered between XR client and XR server including pose/video packets. The traffic model for XR services for the evaluation in RAN1  are characterized by the traffic arrival time distribution and traffic packet size distribution.
We could reuse the selected NR application types and modelling , which includes  interactive, conversational, streaming and FTP ,  as the XR traffic models. The existing traffic model of eMBB and URLLC can be used as the starting point for the traffic model of XR evaluation, e.g., the traffic arrival time could be considered as Poisson process and periodic type of services. The packet size could be modeled under different use cases.
Based on discussion on TR 26.928, the traffic arrival time could be modeled as periodic and non-periodic, and the traffic packet size could be models as two types.
· Traffic arrival time 
· Periodic: The XR traffic is generated periodically based on specific period range, e.g., 4K/8K video requires 60fps/120fps, could be conveyed as 16.67ms and 8.33ms period.
· Non-periodic: The arrival time of XR traffic subjects to specific random distribution, e.g. Gaussian distribution, Poisson distribution etc. 
· Traffic packet size
· Constant:  The different link directions carry about XR traffic of different packet sizes. And the packet sizes are different among different XR architectures. Thus, the XR traffic packet size could be modeled based on XR service type, e.g., viewport dependent streaming has larger DL packet size and smaller UL packet size.
· Random variable: The XR traffic packet size subjects to specific random distribution, e.g. Gaussian distribution for multi-session data arrival, Pareto distribution for XR distributed computing etc.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 9: The XR traffic model could consider the packet size, including fixed value and random distribution, and the packet arrival time, including periodic and non- periodic.

Initial simulation evaluation results on XR
[bookmark: _GoBack]We have evaluated the performance under indoor hotspot which is described in section 3.2.1. The traffic models  assumptions are considered as:
· The traffic packet size:  follows Pareto distribution with a maximum of 162.5Kbytes and a minimum of 45.5Kbytes.
· The traffic arrival time:  follows Poisson distribution that arrival rate is 5 packet per second.
We have simulated the performance under different UE load, i.e., 5, 10 and 20 UE per cell. The average UPT, latency of per packet and per MAC-PDU are observed. Furthermore,  TB transmission reliability is evaluated. The preliminary simulation evaluation results  with different traffic load are shown below.

Figure 5: Average UPT of all UEs in their lifetime under different UE load

Figure 6:  Average packet latency under different UE load

Figure 7: Percentage of UE that satisfies air interface delay bound under different UE load

Figure 8: TB transmission success rate under different UE load 
Figure 5 and 6 show that average UPT decreases the and the average packet latency increases respectively as  the increase of the system load, i.e., the average UPT from 45.70Mbit/s down to 10.35Mbit/s, the packet latency from 12ms up to 311ms. Figure 7 and 8 show  that TB  successful rate and the percentage of UE that satisfies air interface delay budget. Both TB successful rate and percentage of UEs satisfying air interface latency decrease as the  system load increases, i.e., TB transmission success rate is from 100% down to 64.3%, the percentage of UE that satisfies the air interface delay is from 100% down to 91.58%.
Observation1: The Average UPT, TB successful rate and percentage of UE that satisfied air interface delay budget decreases as the  system load increases.   The average packet latency increases system load increases.

Conclusion 
In this contribution, XR use cases, evaluation methodologies and traffic model are discussed and analysed. Based on discussion, we have the following observations and proposals:
Observation1: The Average UPT, TB successful rate and percentage of UE that satisfied air interface delay budget decreases as the  system load increases.   The average packet latency increases system load increases.
Proposal 1: From the prediction of XR performance, the typical XR use cases would be studied and evaluated as following:
· 3D communication
· XR meeting
· Online/Cloud gaming
Proposal 2: For XR service evaluation, the latency could be defined as the delay budget of Air interface is 20 – 25% of end-to-end latency requirement.
Proposal 3: For XR service evaluation in RAN1, the reliability could be specified  by mapping of end-to-end PER of XR service requirements to  BLER in Uu interface.
Proposal 4: For XR service evaluation, short term throughput, which is  be defined as throughput of MAC PDU within delay budget, could be considered as the UPT of XR services.
Proposal 5: For XR service evaluation, the power consumption evaluation methodology and metric in TR38.840 could be reused. .
Proposal 6: Serving Cell system throughput, resource utilization and System capacity could be used as the key  performance index of  XR service.
Proposal 7: Indoor hotspot and Dense Urban are considered as XR service evaluation scenarios.
Proposal 8: The general simulation assumptions for IMT-2020 in TR37.910 could be used as the baseline simulation assumption for XR services.
Proposal 9: The XR traffic model could consider the packet size, including fixed value and random distribution, and the packet arrival time, including periodic and non- periodic.
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Delay between the time of packet arrival to the time of packet received
系列 1	2	5	10	20	12	13	76	311	UE number per cell

Average packet latency(ms)


Air  interface delay bound=5ms
系列 1	2	5	10	20	1	1	0.9665	0.9158	UE number per cell

Percentage of satisfied UE


TB transmission success rate
系列 1	2	5	10	20	1	0.986	0.824	0.643	UE number per cell

TB transmission success rate


Average UPT of all UEs in their lifetime
系列 1	2	5	10	20	45.7	44.42	26.3	10.35	UE number per cell

Average UPT (Mbit/s)
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