
3GPP TSG RAN WG1 #103-e	                                              R1-2007698
e-Meeting, October 26th – November 13th, 2020

Source:	vivo
[bookmark: Title]Title:	Discussion on XR applications, traffic model and evaluation methodologies
[bookmark: Source]Agenda Item:	8.14.1
[bookmark: DocumentFor]Document for:	Discussion and Decision
1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN#86, the new study item on XR evaluation for NR was approved with the following objectives [1], 
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4

To evaluate XR in NR networks, traffic models and related characteristics, application demands, evaluation methodology and KPIs in line with the requirements need to be studied. There were some previous studies on XR use cases and traffic models provided by SA4 as in TR26.928 [2]. However, more details on the traffic characteristics are needed for XR study in RAN1. Recently, the traffic characteristics of XR are under discussion in the new study item Feasibility Study on Typical Traffic Characteristics for XR Services and other Media in SA4 [3], and the expected output will be captured in TR 26.925 [4].
In this contribution, we provide our views on applications, evaluation methodologies, simulation assumptions, and traffic models for XR.
2. Applications of interest
In XR SID, five applications are identified. Due to the limited TUs for XR study and the numerous evaluation workload for XR, the priority of XR applications for evaluation needs to be determined.
Regarding the VR applications, the Viewport Rendering can be used for either VR streaming or VR gaming. It is also noted that Time Warp in device is a typical method to achieve low motion-to-photon latency currently. So VR2: “Split Rendering: Viewport rendering with Time Warp in device” can be prioritized for study.
Regarding the AR applications, either AR1 or AR2 can be considered for study in RAN1. The difference from VR applications is that there could be UL media traffic for AR applications. Compared to DL, the requirements for UL media traffic for AR applications would be lower. Therefore, DL traffic for AR applications can be considered as high priority, for simplifying evaluation purpose.
Cloud Gaming has gained attractive attention as an interesting application that can provide extrasensory experience on smart devices and immersive devices. Therefore, CG application is one of high priorities for XR study in RAN1. For CG application, the DL traffic is similar to the VR/AR applications, i.e. delivery of the video frame from the game engine to the game client. In UL, the traffic includes the delivery of user interaction to the game engine, which is similar to the UL for VR. For simplicity, DL traffic for CG applications can be considered as high priority.
According to TR 26.928, the use cases addressed by these applications, requirements for XR traffic processing and delivery in these applications are summarized as followed.
Table 1. Use cases and priority for XR Applications
	Applications
	Use cases
	Requirements for XR traffic processing and delivery
	Priority for study in RAN1

	VR1: “Viewport dependent streaming”
	Multimedia, immersive streaming, 3DoF/6DoF experience
	DL: media traffic
UL: pose information for viewport adaptation
Adaptive streaming can reduce the required bitrate compared to viewport independent streaming by a factor of 2 to 4 at the same rendered quality
	Low

	VR2: “Split Rendering: Viewport rendering with Time Warp in device”
	Immersive streaming, VR gaming, 3DoF/6DoF experience
	DL: media traffic
UL: pose information for viewport adaptation, or interaction for gaming events
With the use of time warp, the latency requirement of the end-to-end latency between the user motion and the rendering is 50ms.
	High

	AR1: “XR Distributed Computing”
	AR glass, 3D shared experience
	DL: media traffic
UL: pose information, and/or video stream captured from XR client
	High

	AR2: “XR Conversational”
	360-degree conference meeting
	Similar to AR1
	Low

	CG: Cloud Gaming
	Online gaming
	DL: media traffic
UL: interaction for gaming events
Different types of game may have different requirements for interaction delay tolerance.
	High


[bookmark: _Ref54210426]Proposal 1: RAN1 studies VR2, AR1 and CG applications as high priority.
3. [bookmark: _Ref54385236]Evaluation methodologies
For XR/Cloud Gaming evaluation, several aspects of performance are considered, including capacity, power consumption, coverage and mobility.
The applications of XR/Cloud Gaming generally demand high throughput, low latency and high reliability at the same time, which will bring great challenges for NR networks. It is important to study how typical NR networks can accommodate these new services. Hence, the capacity evaluation of XR/Cloud Gaming services considering the number of users simultaneously consuming the XR/Cloud Gaming services under given traffic requirements and for a given deployment scenario (e.g., Dense Urban, Indoor Hotspot) should be prioritized for XR SI. 
Power consumption is one of the important factors for XR/Cloud Gaming devices. The applications of XR/Cloud Gaming will bring critical challenges for battery life, due to heavy and high data-rate traffic, complicated computation and frequent interaction with the network for XR/Cloud Gaming traffic. In addition, for XR devices e.g. AR glasses, the size and weight are designed so that the devices can be worn for a long duration. It will result in more restrictions for battery capacity and heat dissipation compared to typical devices such as smartphones. Therefore, power consumption for XR/Cloud Gaming services needs to be considered. As shown in the histogram below, power consumption for two different video applications on smartphones via NR networks is presented. Based on the measurement data, the power consumption proportion of communication modules is around 40% for online video traffic, which is higher than that of display modules. So, it is essential to evaluate the power consumption for XR/Cloud Gaming traffic.
[image: ]
Figure 1. Measurement data for power consumption of different video traffic
Notes :
· The data is collected from vivo product teams.
· The measurement is performed in a laboratory environment.
· The test traffic is carried over an NR network.
· The communication modules include baseband, radio frequency (RF), power amplifier (PA) modules, etc.
· The display modules include the liquid crystal module (LCM) panel, etc.
[bookmark: _Ref54383562]Observation 1: For online video traffic, the power consumption proportion of communication modules is around 40%.
With respect to coverage, it is important to observe the performance difference between users at cell edge and cell center, and how far the network can accommodate XR traffic with sufficient performance, especially for uplink, where the power limitation may be more stringent. Besides the performance evaluation per user and performance comparison among users in capacity evaluation, an independent link budget can be used for coverage evaluation, as discussed in section 3.3. 
For mobility, an XR device consuming some XR service(s) may be on the move. During the SI, stationary XR devices or ones with low speed should be mainly targeted, so performance impacts caused by mobility events may not be very serious. As a result, mobility evaluation can be deprioritized if time limitation.
3.1. Capacity
For downlink, video traffic is considered as the main target for transmission over NR networks. On the contrary, for uplink, interaction/pose information and scene information are modelled in typical scenarios. In the following, evaluation methodologies and key performance metrics for downlink and uplink will be analyzed respectively.
3.1.1. Downlink evaluation
For downlink, capacity performance can be evaluated based on one of the following options:
· Option 1: One or multiple typical values for the numbers of users served by a cell are selected carefully, which can be commonly assumed by companies for subsequent comparison or calibration. Then for each number of users, individual simulation is performed and key performance metrics are collected, for comparison between the different number of users, or between different companies.
· Option 2: The number of users served by a cell is increased gradually in a series of simulations, e.g. with a predefined or preferred step size. At first, an initial number of users served by a cell is selected and simulated so that the corresponding key performance metrics should necessarily meet the predefined requirements. Then, another number of users is selected based on the step size for simulation, and key performance metrics are collected to see if they can meet the predefined requirements for evaluated XR service(s). Based on the collected key performance metrics, one or more numbers of users may be selected based on the step size for subsequent simulations. Generally, the numbers of users are selected resulting in that, at least the key performance metrics for one number of users can meet the predefined requirements, and at least those for another number of users cannot meet these requirements, in order to search for the threshold number of users for which the corresponding key performance metrics exactly meets the predefined requirements. 
These two options have the same work such as simulation and collection of key performance metrics, for a given number of users served by a cell. The main difference between them is how to determine the set of numbers of users for evaluation, and how to report corresponding performance results and compare them among companies. Before the evaluation is performed on a large scale, a preferred option could be chosen as a common assumption.
[bookmark: _Ref54383807]Proposal 2: For capacity evaluation, following evaluation methodologies can be considered:
· Option 1: A set of number of users per cell which include one or multiple typical values is predetermined for the evaluation. Assuming the number of users per cell from the set, simulations are performed and corresponding key performance metrics are collected.
· [bookmark: _GoBack]Option 2: The number of users per cell for which requirements of capacity can be satisfied is determined by evaluation. Aiming at the requirements of capacity, a series of simulations with increasing the number of users per cell are performed and corresponding key performance metrics are collected.
· Metrics for capacity performance
A packet is deemed to be delivered if it is received successfully by a user over the air interface within PDB. Otherwise, the packet would be dropped. The packet delivered rate PD is derived by the number of successfully delivered packets and the number of generated packets for a user, while the packet error rate would be PE = 1 - PD. We assume that the traffic requirements for a user are satisfied when the packet delivered rate of the user is equal to or larger than X%, where X% is a threshold for packet delivered rate and may be specific to use case or traffic model, e.g. X% = 99%.
[bookmark: _Ref54383808]Proposal 3: Packet delivered rate PD is defined as the ratio of the number of successfully delivered packets and the number of generated packets for the user. Packet error rate PE is defined as 1- PD.
[bookmark: _Ref54383809]Proposal 4: Percentage of satisfied users is defined as the ratio of the number of users with PD larger than a threshold and the total number of users.
The number of satisfied users can be defined as the maximum number of users per cell where the ratio of satisfied users is equal to or larger than a threshold (100-Z)%, where Z% is the percentage of users in outage. In the evaluation, Z% is set to 10%, i.e. the threshold (100-Z)% is 90%. By increasing the numbers of users per cell gradually, e.g. according to methodology option 1, we can obtain the capacity of the network accordingly. 
[bookmark: _Ref54383811]Proposal 5: The number of satisfied users is defined as the maximum number of users per cell for which the ratio of satisfied users is equal to or larger than a threshold.
In addition, the X% (i.e. the threshold for packet delivered rate used to determine if a user is satisfied) and Z% (i.e. the threshold for percentage of users in outage used to determine downlink capacity) mentioned above should be discussed and determined before evaluation is performed.
[bookmark: _Ref54383812]Proposal 6: Discuss and determine the threshold X% for packet delivered rate and the threshold Z% for percentage of users in outage for XR evaluation.
The packet delivered rate for each user during a simulation can be collected for comparison among different users. It can also be drawn in a packet delivered rate CDF curve further, to show the transmission performance distribution among all users involved in the simulation. 
· Metrics for latency
The latency performance may also be collected to show how soon the packets can be delivered over the air interface, in the range of predefined PDB. Because each user may have individual channel quality and corresponding scheduling treatment, resulting in different latency performance, packet latency for each user can be collected individually. For a user, latency for each delivered packet is collected, which is measured from the time when the packet arrives in the transmission buffer on the network side, to the time when all bits of it are received successfully by the user. Then latency is averaged among all delivered packets for the user to calculate the packet delay for the user. Packet latency for all users during simulation can be drawn in a latency CDF curve, to show the latency distribution among all users involved in the simulation.
In addition, resource utilization and UPT (User perceived throughput) can also be provided to show capacity performance. Resource utilization is defined as the ratio between the number of REs used for packet transmission and the total number of available REs during a simulation for a given transmission direction. UPT for each user can be collected and drawn in a UPT CDF curve, to show the throughput distribution among all users involved in the simulation. Note the latency CDF is closely related to the UPT CDF.
[bookmark: _Ref54383813]Proposal 7: The following metrics can be considered for XR capacity evaluation,
· Number of satisfied users per cell 
· Percentage of satisfied users per cell 
· CDF of packet error rate 
· CDF of packet latency 
· CDF of user-perceived throughput
· Resource utilization
3.1.2. Uplink evaluation
For uplink, typically two types of traffic can be assumed, one type is about interaction and pose information, and the other is about scene information.
When only interaction and pose information are modelled, the required data-rate is rather low compared to that for downlink. At the same time, latency becomes more critical because the interaction and pose information should be transmitted to the server as soon as possible to guarantee the perceived experience by users. Based on TR 26.928, the user interaction delay can be measured as the key metric, which can consist of required processing times for the following steps.
· Capture of user interaction in XR client
· The processing time for capturing is outside the study and can be assumed much smaller than the periodicity of interaction and pose information, thus it is assumed to be approximately 0ms during our evaluation.
· Delivery of user interaction to the XR server (a.k.a. network delay) 
· The duration for delivery is mainly modelled as uplink transmission delay over the air interface.
· During our evaluation, grant-free scheduling is assumed to reduce latency, and the periodicity of configured grants can be as short as possible, e.g. 1slot.
· Processing of user interaction by the XR server
· The processing time for received interaction and pose information from user is outside the study, and 0ms is assumed during our evaluation.
 [image: ]
Figure 2. Schematic of user interaction delay
The user interaction delay can be used as a key metric for uplink capacity performance. For example, number of satisfied users for interaction and pose information can be defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB. In the evaluation, A% is assumed as 95%.
[bookmark: _Ref54383814]Proposal 8: The user interaction delay is used as a key metric for uplink capacity evaluation when only interaction and pose information are modelled in uplink.
[bookmark: _Ref54383816]Proposal 9: Number of satisfied users for interaction and pose information is defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB when only interaction and pose information are modelled in uplink.
[bookmark: _Ref54383817]Proposal 10: Discuss and determine the threshold A% used to determine uplink capacity when only interaction and pose information are modelled in uplink.
When the uplink traffic for scene information is modelled, the traffic characteristics are similar to that for downlink traffic. So, the evaluation methodologies and performance metrics used for downlink can be reused for uplink as well.
[bookmark: _Ref54383818]Proposal 11: The evaluation methodologies and performance metrics used for downlink are reused for uplink when only scene information is modelled in uplink.
3.2. Power consumption
Power consumption is another important factor for XR evaluation. In R16 power saving WI, the potential impact of power saving features on capacity performance was not considered. Since high throughput and low latency are simultaneously required for XR traffic, capacity performance degradation cannot be neglected when evaluating the power consumption for XR traffic with potential power saving mechanisms. Take the DRX mechanism as an example, mismatched DRX cycle configuration and XR traffic periodicity may largely degrade the capacity performance. Hence, both capacity and power consumption should be simulated for XR evaluation. In addition, some potential enhancement of power saving techniques can be considered to prevent capacity performance loss.
[bookmark: _Ref54383819]Proposal 12: When evaluating the power consumption for XR traffic with potential power saving mechanisms, both performances of capacity and power consumption should be simulated.
To evaluate the power consumption performance, the simulation assumptions and capacity performance metrics for capacity evaluation can be reused. Both the power saving gain and the capacity performance loss need to be considered.
[bookmark: _Ref54383822]Proposal 13: For power consumption evaluation, both the power saving gain and the capacity performance loss need to be considered.
During the evaluation, power consumptions for different cases can be collected for subsequent comparisons as depicted in Figure 3, including: 
· Case 1: No power saving mechanism is introduced. It is the performance baseline to show the consumed power and corresponding capacity performance.
· Case 2: The DRX mechanism for connected mode in NR is introduced which can be a starting point. Each UE may be configured with different DRX offset for staggering active time between UEs or to fit the arrivals of service packets as far as possible. The UE can only be scheduled during the active time, which reduces power consumption by reducing PDCCH monitoring, meanwhile, the capacity performance may be degraded because of the scheduling delay. Different configurations, such as different values for DRX cycle, drx-onDurationTimer and drx-InactivityTimer, will result in different power saving effect and capacity performance.
[image: ]
[bookmark: _Ref54385117]Figure 3. Without DRX vs. with DRX
In addition, special slot power consumption was not considered in power saving SI/WI. For PUSCH, PUCCH and SRS concurrent in a slot, the slot-averaged power is not given yet. As tight processing time and high throughput for UL may be required for some XR applications, these defects should be perfected for XR power consumption evaluation. Furthermore, some new power saving features can be introduced to enlarge power saving gain, such as PDCCH skipping, BWP switching, UE staggering, etc.
[bookmark: _Ref54383823]Proposal 14: For power consumption evaluation, the following aspects should be taken into account:
· Power consumption of special slot.
· Different UL channel combination, such as PUSCH, PUCCH and SRS concurrent in a slot, etc.
· Rel-16/Rel-17 power saving features, such as PDCCH skipping, BWP switching, etc.
3.3. [bookmark: _Ref54385194]Coverage
In the ongoing coverage enhancement SI, the basic evaluation methodologies based on link-level simulation were developed. The coverage performance could be evaluated following the procedures as below: 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements. 
· Step 2: Calculate the max isotropic loss (MIL) value based on the required SINR according to the link budget template, in which the antenna gain, beamforming gain, and some losses such as body loss and cable loss, are also considered.
Considering the limited time budget on R17 XR SI, we suggest that the evaluation methodologies of coverage enhancement SI can be reused as a baseline and the max isotropic loss (MIL) can be used as the performance metrics for coverage evaluation.
[bookmark: _Ref54383825]Proposal 15: For XR coverage evaluation, link budget can be adopted as the evaluation methodology, and max isotropic loss (MIL) can be used as the performance metrics.
3.4. Mobility
In our point of view, the impacts on XR performance due to mobility can be reflected in the following aspects:
· Interruption delay. Interruption delay for XR traffic delivery can be mainly focused on handover procedure since an XR device consuming some XR service(s) should be in connected mode. For interruption delay due to handover procedure, it is complicated to model the detailed procedure in a system-level simulation, so firstly we can analyze the procedure in theory carefully to study how much typical interruption delay can be introduced to XR traffic delivery in handover procedure, and whether it causes severe impacts on delay performance such as violating the PDB limit deeply.
· Handover failure rate. When a handover failure occurs, the RRC connection may be interrupted significantly or even released, so the performance for XR traffic delivery cannot be guaranteed at all. The handover failure rate may be evaluated separately where only control plane procedure(s) is modelled for simplifying the simulation, during which the handover rate shall also be collected to show how frequently handover events occur.
· Traffic transmission performance at cell edge. This can be observed during capacity evaluation to show transmission performance at cell edge where a UE may be involved in a handover procedure at a high probability.   
Then, above aspects can be integrated together to see to what extent mobility can influence dropping performance for XR traffic, e.g. a dropping ratio can be calculated for a typical scenario and moving speed.
[bookmark: _Ref54383826]Proposal 16: For XR mobility evaluation, performance metrics should be identified considering impacts on XR performance due to mobility, such as interruption delay, handover failure rate and cell-edge transmission performance.
4. Simulation assumptions
4.1. [bookmark: OLE_LINK3]Simulation assumptions for capacity
Capacity, power consumption, coverage and mobility performances are brought into focus for XR evaluation. To reflect the capacity performance, system-level simulation is deemed to be a proper tool. For performance comparison from different proponents, simulation assumptions are needed to be aligned, especially on the key simulation parameters. To reduce the effort of Email discussion, similar to the simulation assumptions of other Rel-17 SIs, system-level simulation assumptions in TR 38.802 [7] can be largely reused as a starting point. In addition, the following aspects also should be taken into account for evaluation assumptions, 
· Real deployment parameters in commercial use,
· Ongoing/completed SIs/WIs evaluation assumptions,
· URLLC evaluation assumptions as high latency and reliability are required for XR traffic.
Since XR use cases mainly occur in the low-speed scenario, indoor hotspot and dense urban are considered as the primary evaluation scenarios. Details of simulation assumptions are shown in Table 2.
[bookmark: _Ref53483663][bookmark: _Ref54280494][bookmark: _Hlk53838279]Proposal 17: For XR capacity evaluation, 
· reuse system-level simulation assumptions in TR 38.802 as a starting point.
· revise some simulation assumptions according to real deployment and ongoing/completed SIs/WIs are necessary.

[bookmark: _Ref54384823]Table 2. System-level simulation assumption for XR
	Parameter
	Value
	Comments

	Scenarios
	Indoor hotspot
120m x 50m, ISD: 20m
TRP numbers: 12
	[bookmark: OLE_LINK1]Dense urban, macro layer only
Hex. Grid, ISD: 200m
7 sites, 3 sectors per site
2-tier model with wrap-around
	According to TR 38.802 Table A.2.1-1.

	UE dropping
	All UEs are randomly dropped.
Number of UEs per cell, 
· FR1: e.g. {2, 4, 6, 8, 10…}
· FR2: e.g. {5, 10, 15, 20, 25…}
	Up to company report.

	Carrier frequency
	· FR1: 4GHz
· FR2: 28GHz
	According to TR 38.830 Table A.1-1 and Table A.2-1. 

	Bandwidth
	· FR1: 100MHz
· FR2: 400MHz
	According to TR 38.830 Table A.1-1, Table A.2-1.

	Subcarrier spacing
	· FR1: 30kHz
· FR2: 120kHz
	According to TR 38.830 Table A.1-2, Table A.1-6, Table A.2-2, Table A.2-6.

	Frame structure
	· FR1
· Option1: DDDSU (S: 10D:2G:2U)
· Option2: DDDSUDDSUU (S: 10D:2G:2U)
· FR2
· DDDSU (S: 10D:2G:2U)
	According to TR 38.830 Table A.1-1 and Table A.2-1. Other configurations are up to company report.

	BS antennas
	· FR1
· 32 antenna elements,
(M, N, P, Mg, Ng; Mp, Np) =(4,4,2,1,1;4,4),
(dH, dV) = (0.5, 0.5)λ
· FR2
· 128 antenna elements for 28GHz,
(M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1,4,8),
(dH, dV) = (0.5, 0.5)λ
	· FR1
· 192 antenna elements for 4GHz and 2.6GHz,
(M, N, P, Mg, Ng; Mp, Np) = (12,8,2,1,1;4,8),
(dH, dV) = (0.5, 0.8)λ
· FR2
· 256 antenna elements,
(M, N, P, Mg, Ng; Mp, Np) =  = (4, 8, 2, 2, 2; 1, 1),
(dH, dV) = (0.5, 0.5)λ,
(dg,H, dg,V) = (4.0, 2.0) λ
	BS antenna configuration of Indoor hotspot for FR1 is according to TR 38.802 Table A.2.1-4.
Other BS antenna configurations are according to TR 38.830 Table A.1-1 and Table A.2-1.

	UE antennas
	· FR1
· 4 antenna elements,
(M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2),
(dH, dV) = (0.5, N/A)λ
· FR2
· 16 antenna elements per panel,
· (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2),
· (dH,dV) = (0.5, 0.5)λ,
· Θmg,ng=90°; Ω0,1=Ω0,0+180°; (dg,H, dg,V)=(0,0),
· The polarization angles are 0° and 90°,
· The antenna elements of the same polarization of the same panel is virtualized into one TXRU
	According to TR 38.802 Table A.2.1-4. 

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi
	3-sector antenna radiation pattern, 8 dBi
	According to TR 38.802 Table A.2.1-6, Table A.2.1-7.

	UE antenna pattern
	· FR1: Omni-directional, 0 dBi
· FR2: UE antenna radiation pattern model 1, 5dBi
	According to TR 38.802 Table A.2.1-8.

	Min. UE-BS 2D distance
	0m
	35m
	According to TR 38.802 Table A.2.1-11. 

	BS height
	3m
	25m
	According to TR 38.802 Table A.2.1-1.

	UE height in meters
	hUT=1.5
	General equation: hUT=3(nfl – 1) + 1.5,
nfl for outdoor UEs: 1,
nfl for indoor UEs: nfl ~ uniform(1,Nfl), where Nfl ~ uniform(4,8)
	According to TR 38.802 Table A.2.1-1.

	Channel model
	3D channel model in TR 38.901
	According to TR 38.901.

	BS power
	· FR1: 24dBm
· FR2: Maximum EIRP 58dBm
	· FR1: 53dBm
· FR2: Maximum EIRP 73dBm
	According to TR 38.802 Table A.2.1-1.

	UE power
	· FR1: 23dBm
· FR2: Maximum EIRP 43dBm
	According to TR 38.802 Table A.2.1-1.

	Noise figure
	· FR1, BS: 5dB, UE: 9dB
· FR2, BS: 7dB, UE: 13dB
	According to TR 38.802 Table A.2.1-1.

	Scheduler
	· Option1: MU-MIMO Proportional Fair
· Option2: SU-MIMO Proportional Fair
	Up to company report.

	MCS
	Up to 256QAM
	According to TR 38.214 Table 5.1.3.1-2.

	Device deployment
	100% indoor
	Option1: 80% indoor, 20% outdoor
Option2: 20% indoor, 80% outdoor
Option3: 100% outdoor
	According to TR 38.802 Table A.2.1-1.

	Mechanic Downtilt
	180° in GCS (pointing to the ground)
	90° in GCS (pointing to horizontal direction)
	According to TR 37.910.

	UE speed
	3 km/h
	According to TR 38.802 Table A.2.1-1.

	Power control parameter
	Open-loop power control: P0, alpha
	Up to company report.

	BS receiver
	MMSE-IRC
	Up to company report.

	UE receiver
	MMSE-IRC
	Up to company report.

	Channel estimation
	Realistic
	

	CSI Feedback
	Realistic
	

	Max number of HARQ transmission
	4
	

	PHY processing delay
	UE capability 1
· Alignment delay
· gNB’s/UE’s processing time
	Up to company report.

	Traffic model
	Periodic traffic
	Details in section 5

	Evaluation metric
	Capacity evaluation KPIs
· Number of satisfied users per cell
· Percentage of satisfied users per cell
· CDF of packet error rate
· CDF of packet latency
· CDF of user perceived throughput
· Resource utilization
· Number of satisfied users for interaction and pose information
Power consumption evaluation KPIs
· Power saving gain
· Capacity evaluation KPIs
Coverage evaluation KPIs
· Max isotropic loss 
Mobility evaluation KPIs
· Interruption delay
· Handover failure rate
· Edge user performance, such as latency, packet error rate and etc.
	Details in section 3


In addition to above simulation assumptions, to make a fair comparison among companies, other additional features specified in Rel-16 or ongoing WIs in Rel-17 or technologies applied to capacity evaluation also should be reported by companies, such as 1024QAM, RAN and edge synchronization/cooperation, etc.
[bookmark: _Ref54280495]Proposal 18: For XR capacity evaluation, additionally applied Rel-16/Rel-17 features or technologies should be reported by companies.
4.2. Simulation assumptions for power consumption
[bookmark: _Hlk53669364]For power consumption evaluation, the power consumption performance can be evaluated by reusing the power consumption model in TR 38.840 [5] as shown in Table 3 and Table 4. Since the capacity performance is also evaluated in power consumption evaluation with DRX, the above simulation assumptions for capacity evaluation can be reused. Besides, adaptive DRX setting for XR traffic can be considered to harvest larger power saving gain. The details of DRX setting can be reported by individual company. Examples of DRX configurations are shown in the following Table 5 which considering the traffic period and the balance between system capacity and power consumption.
[bookmark: _Ref54120266]Table 3. UE power consumption model for XR
	Power State
	Characteristics
	Relative Power

	
	
	FR1
	FR2

	Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing may not be maintained.
	1 (Optional: 0.5)

	Light Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. 
	20

	Micro sleep
	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
	45

	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot.
	100
	175

	SSB or CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100
	175

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modelled by UL power state. 
	300
	350

	UL
	Long PUCCH or PUSCH. 
	250 (0 dBm)
700 (23 dBm)
	350
(FFS Tx power level)

	Short PUCCH
	Short PUCCH power = 0.3 x uplink power
Reference config consists of 1-symbol PUCCH
	Applicable for FR1 and FR2.
	Short PUCCH

	SRS
	SRS power = 0.3 x uplink power
	Applicable for FR1 and FR2.
	SRS


[bookmark: _Ref54383300]Table 4. UE power consumption during the state transistion
	Sleep type
	Additional transition energy: (Relative power x ms) 
	Total transition time 

	Deep sleep
	450 
	20 ms 

	Light sleep
	100 
	6 ms 

	Micro sleep
	0 
	0 ms* 

	*Immediate transition is assumed for power saving study purpose from or to a non-sleep state


[bookmark: _Ref54383309]Table 5. DRX configurations
	DRX parameters
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	DRX configuration 1
	8
	4
	1

	DRX configuration 2
	10
	5
	1


[bookmark: _Ref53483664]Proposal 19: For XR power consumption evaluation,
· power consumption performance is evaluated by using power consumption model in TR 38.840.
· capacity performance is evaluated by considering different DRX configurations.
· details of DRX configuration are reported by companies.
Based on the given power consumption model as shown in Table 3, the UL power model is that incomplete. For instance, a UE’s transmit power depends on UE’s pathloss and SNR target and in some cases the value of it is between 0dBm and 23dBm, but no such an interpolation algorithm is available in current power model adopted in TR 38840. Besides, for PUSCH, PUCCH and SRS concurrent in a slot, the slot-averaged power is not given yet. In addition, it will be pretty complex to take the special slot (S slot) into consideration of the power consumption model with unknown combination cases. 
[bookmark: _Ref54383831]Proposal 20: For XR power consumption evaluation, complete the UL power consumption model by considering:
· interpolation algorithm for UL power between 0dBm and 23dBm.
· UL combination slot power scaling, such as PUSCH, PUCCH and SRS concurrent in a slot.
· the power model for the S slot.
4.3. Simulation assumptions for coverage and mobility
[bookmark: _Hlk53482052]For coverage evaluation, link budget parameters for ongoing Rel-17 SI coverage enhancement can be reused as a starting point. In particular, required SINR and occupied PRBs should be revised to accommodate XR traffic characteristics.
[bookmark: _Ref53483666]Proposal 21: For XR coverage evaluation,
· reuse link budget parameters in TR 38.830 as a starting point.
· revise some parameters is needed, such as required SINR, number of RBs occupied.
For mobility evaluation, since traffic transmission performance at cell edge can be observed during capacity evaluation, at least the simulation assumptions for capacity can be reused. As for other evaluation metrics, details of simulation assumptions can be further studied.
[bookmark: _Ref53483667]Proposal 22: For XR mobility evaluation, 
· at least the simulation assumptions for capacity can be reused, 
· other simulation assumptions can be further studied together with evaluation metrics.
5. [bookmark: _Ref54385225]Traffic model
XR/Cloud Gaming applications include media service and interactive service. For media service, it is provided by rendered video and audio traffic, which are delivered from server and presented by a smart device or wearable device, e.g. head-mounted display (HMD) or glasses. For XR study, media service on VR/AR is mainly focused on rendered video traffic, since the required bitrate of regular stereo audio traffic can be negligible comparing to the video traffic. For interactive service, there is an interaction between device and server based on tracking and delivering of viewer poses and/or the captured media streaming. 
For VR/AR video traffic, high quality and smooth streaming with low latency are necessary to achieve good user experience. Therefore, transmission data-rate and PDB (Packet delay budget) are the two most important communication metrics for XR/Cloud Gaming traffic modelling. 
· [bookmark: OLE_LINK11]Data-rate
According to descriptions in TR 26.928, lots of different XR use cases are proposed based on underlying offered functionalities, nature of communication, interactivity and real-time requirements. Data-rates for different scenarios are diverse from each other. 
For downlink traffic, it can be seen as a typical kind of streaming media traffic for which data-rate requirement is highly dependent on the characteristics of video. Taking 3D VR video as an example, where two eye buffers are assumed, the following aspects need to be considered to determine the data-rate requirements.
· Resolution and Frame rate
Resolution is most important to guarantee the immersive experience. High resolution is necessary to avoid causing the user to feel pixelation.
Currently, 2K by 2K per eye provides acceptable quality according to TR 26.928. Therefore, for VR video, the resolution should at least reach 4K for two eyes together to meet the quality requirements, e.g. 4K UHD (3840 x 2160) resolution can be assumed for VR video traffic. 
For VR video, video signal is provided as a sequence of pictures with a specific frame rate in frames per second. The frame rate is an important metric for the quality of video.  Frame rates are expected to be at least 60 FPS (Frames per second) for VR video.
· Color codec and Bit-depth
[bookmark: OLE_LINK6]YUV and RGB are two commonly used color encoding methods. YUV is more widely used for video acquisition and video processing. This is because, YUV improves the convenience of coding and transmission, and reduces bandwidth consumption and information errors, thereby typically enabling more efficient transmission and compression than using the RGB color space. Through the analysis of some VR videos, YUV color codec is adopted and the typical color-coding format of the VR videos is YUV420, with a bit-depth of 8 bits, that is, the average number of bits per pixel is 12.
· Video codec protocol
As of today, two video codecs protocols are prominently referenced and adopted for VR traffic, namely H.264/AVC and H.265/HEVC. H.264/AVC can support video formats up to 4K at 60 FPS and H.265/HEVC can support video formats with higher resolution, e.g. 8K. Both protocols are the foundation of VR video profiles in 3GPP TS 26.118 [6]. These profiles permit the delivery of video formats up to 4K at 60 FPS. The compression rate of  H.264/AVC can reach about 100:1. Given the similarity between what is seen by two eyes in VR videos, the compression rate could be even higher.
Based on the above assumptions, the average downlink transmission data-rate of a 4K 3D VR video would be around 50Mbps. Details of media information and corresponding data-rate are shown in Table 6. It is expected that the data-rate can be reduced with improved compression settings (e.g. H.265/HEVC or higher compression rate). In addition, it should be noted that data-rate will be increased remarkably for a higher quality of VR video e.g. 4K per eye.
[bookmark: _Ref54384991][bookmark: OLE_LINK15][bookmark: OLE_LINK17]Table 6. Traffic data-rate for downlink
	Revolution(pixels)
	3840*2160

	FPS(frames/second)
	60

	Color codec
	YUV 4:2:0

	Bit-depth(bits)
	8

	Compression rate
	120(H.264/AVC)

	Data-rate after compression(Mbps)
	≈50


[bookmark: _Ref47188285][bookmark: _Ref47188429][bookmark: _Ref47367974][bookmark: _Ref47732283]Observation 2: For 4K 3D VR video, assuming 2K per eye and 60 FPS, the average data-rate would be around 50Mbps.
· Packet delay budget (PDB)
For end-to-end RTT(Round-trip time), according to TR 26.928, 50~60ms is considered as typical values for XR Split Rendering. As shown in Figure 4, RTT is mainly composed of the time of user interaction information capturing, downlink/uplink transmission via air interface, the video frames generation, rendering and compression at the server side, and the video frames decoding and display at the device side. Generally, assuming the processing time on server side and device side is about 30~40ms, and then only about 10ms is left to one trip air interface transmission for XR, which means the downlink/uplink PDB for XR is about 10ms. For Cloud Gaming, as a result of there is no dizziness problem, the PDB requirements are relatively loose and could be relaxed to 15ms.
[bookmark: _Ref47723059][image: ]
Figure 4. Schematic of XR Split Rendering 
[bookmark: _Ref47723877][bookmark: _Ref47732284]Observation 3: The PDB requirement is assumed to be 10ms for XR traffic, and it could be relaxed to 15ms for Cloud Gaming traffic.
· Traffic source type
The traffic resource type for XR service is related to the application. To be specific, the traffic resource type refers to how the traffic is generated in the source end. For VR application, it refers to how the frames of two eyes are generated. According to the discussion above, it is assumed that frames for two eyes are generated independently for VR 3D video, assuming 2K resolution for the frames for each eye. To meet the latency requirement of VR video traffic, PDB for each frame is assumed as 10ms. The following two different types of VR video traffic are proposed regarding the frame arrival time in the case of X FPS, as illustrated in Figure 5.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packet of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
For traffic source type 1, frames for both eyes arrive at the same time such that visual scenes for both eyes can be updated and presented simultaneously. In order for that, transmissions of frames for both eyes need to be within the same PDB, e.g. 10ms. Based on our observation, traffic source type 1 is one of the typical configurations for video streaming. The sum of frame sizes for both eyes is equal to the size of a packet in simulation.
For traffic source type 2, frames for two eyes arrive alternately. With respect to the visual signal from frames for one eye, it is refreshed every 16.67ms. Therefore, a frame for right eye is refreshed with a delay equal to 8.33ms after refreshing a frame for left eye, i.e. there is an 8.33ms delay for frames for right eye compared to frames for left eye. In this case, PDBs for transmissions of frames for different eyes are independent, i.e. PDB for frames for each eye is 10ms. Although the total delay budget for a visual scene from frames of two eyes is great than 10ms, people with a normal visual acuity will not perceive different refreshing times for two eyes when the frame rate is above 60 FPS.
[bookmark: _Ref47187509][image: ]  
Figure 5. An example of traffic source type
[bookmark: _Ref54280499][bookmark: _Ref47732473][bookmark: _Hlk53481603]Proposal 23: For XR and Cloud Gaming, the following two traffic source types can be considered for evaluation, assuming frame rate is X FPS.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packets of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
· Packet modelling
Generally, for video streaming traffic, UDP (User Datagram Protocol) is used as the transport layer protocol, and typically a frame is segmented into one or multiple IP packets for transmissions. Therefore, following two different options for modelling packets of video traffic in evaluation can be considered.
· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 
· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.
[bookmark: OLE_LINK5]Considering that the periodicity of video frames is deterministic and the PDB is actually for a frame, to simplify simulation, Option 1 is slightly preferred, i.e. a frame is modelled as a packet in our simulation. For Option 2, IP packets are segmented from the video frames arriving periodically. Besides, according to the analysis results of some video files, we see a similar distribution for Option 2 with that for Option 1. Both options can be discussed in RAN1. 
[bookmark: _Ref54280500][bookmark: _Ref47732475]Proposal 24: For XR and Cloud Gaming, following options for packet modelling can be considered,
· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 
· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.
· Packet size distribution
For video traffic, the sizes of frames are dependent on the media configuration parameters. Besides, the size of frames varies from time to time according to the visual signal that is carried by the frames. Therefore, random distribution for the frame sizes for video traffic can be observed. Two distribution types are considered for XR/Cloud Gaming in the study.
· Gaussian distribution
· Pareto distribution
We did some analyzes based on some examples of 3D VR videos downloaded from YouTube. According to statistic data of video frames, the CDF of packet sizes for the 3D VR videos is illustrated in Figure 6. Fitting the packet size distribution of 3D VR videos by the aforementioned distributions, it can be observed that the packet size distribution of 3D VR video is closer to Gaussian distribution.
[image: ]
[bookmark: _Ref47187568]Figure 6. CDF of 3D VR video packets 
[bookmark: _Ref47723882][bookmark: _Ref47732286]Observation 4: For XR and Cloud Gaming, packet size distribution is subject to Gaussian distribution.
5.1. [bookmark: OLE_LINK2]DL Traffic model
· VR/AR
Based on above analyzes, two traffic source types and truncated Gaussian distribution should be considered. And the mean value and standard deviation value of Gaussian distribution could be obtained according to the CDF of packet sizes for the 4K 3D VR videos illustrated in Figure 6. Besides, by analyzing some 4K 3D VR videos captured by Wireshark on YouTube, we found that the minimum packet size of media service is 67 bytes and the maximum packet size of media service is about 100000 bytes. According to the previous discussion, we propose the following DL traffic models for VR/AR.
[bookmark: _Ref54385012]Table 7. DL traffic models for VR/AR
	Traffic model
	Model 1
	Model 2
	Model 3
	Model 4

	Packet size distribution
	Gaussian

	Mean packet size (Bytes)
	104000
	52000
	208000
	104000

	STD of packet sizes (Bytes)
	13000
	6500
	26000
	13000

	Maximum packet size (Bytes)
	162500
	81250
	325000
	162500

	Minimum packet size (Bytes)
	67

	Packet arrival interval (ms)
	16.67
	8.33
	16.67
	8.33

	Packet delay budget (ms)
	10


· Cloud Gaming
For Cloud Gaming, 2D video streaming is assumed where the same frame is rendered for both eyes. Compared to VR/AR traffic, the PDB of Cloud Gaming traffic is less demanding. Hence, we propose the following DL traffic model for Cloud Gaming.
[bookmark: _Ref54385019]Table 8. DL Traffic model for Cloud Gaming
	Traffic model
	1

	Packet size distribution
	Gaussian

	Mean packet size (Bytes)
	52000

	STD of packet sizes (Bytes)
	6500

	Maximum packet size (Bytes)
	81250

	Minimum packet size (Bytes)
	67

	Packet arrival periodicity (ms)
	16.67

	Packet delay budget (ms)
	15


[bookmark: _Ref47732476]Proposal 25: For DL, traffic models in Table 7 and Table 8 are considered as the starting point for XR and Cloud Gaming evaluation, respectively.
5.2. UL Traffic model
· UL traffic for interaction and pose information
For VR/AR or CG in uplink, one of the typical UL traffic is the information for interaction with XR or game server. The pose information is sampled and packeted in the XR device, by the sensors equipped in the XR device e.g. gyroscope and gravity sensor. In general, the sampling rates are controlled by the application for which the pose information is applied. The more frequently the pose information is captured, the more accurate the rendered scenes and gaming control are. According to TR 26.928, in order to always be able to respond to the latest XR Viewer Pose, tracking needs to be done frequently and the minimum update rates should be 1000Hz and beyond. 
Once the pose information is sampled and processed by the XR device, the pose information will be delivered to the XR or game server. The interval for delivering the pose information is dependent on the transmission resources in UL and the requirements of application. As a result, the interval for delivering the pose information may be different from the sampling interval of sensors for the pose capturing. 
Therefore, the period of UL traffic model for XR evaluation refers to the transmission interval of uplink data packets rather than the sampling interval of sensors. Considering the transmission resources in UL and the potential power consumption at XR device, it is not necessary to always guarantee that the transmission interval is equal to the sampling interval. From our perspective, the transmission interval of uplink data packets can be set to such as 2ms, 5ms or 20ms, which is dependent on the particular VR/AR or Cloud Gaming applications. An example is depicted in Figure 7.

 
[bookmark: _Ref54120465]Figure 7. An example of UL traffic model
For interaction and pose information in UL, the traffic is often regarded as fixed packet size. According to TR 26.928, The typical packet size generated by the XR Viewer Pose is in the range of 30-100 bytes, such that the generated data is around several hundred Kbit/s if delivered over the network.  Therefore, we propose the following UL traffic model for XR/Cloud Gaming evaluation.
[bookmark: _Ref54385046]Table 9. UL traffic model for XR/Cloud Gaming
	Traffic model
	Model 1
	Model 2
	Model 3
	Model 4

	Packet size distribution
	Fixed, 100Bytes
	Fixed, 100Bytes
	Fixed, 100Bytes
	Fixed, 100Bytes

	Packet arrival interval (ms)
	1
	2
	5
	20

	Packet delay budget (ms)
	10
	10
	10
	10


[bookmark: _Ref47732478]Proposal 26: For UL, traffic model in Table 9 is considered as the starting point for XR and Cloud Gaming evaluation.
[bookmark: _Ref54280506]
6. Conclusion
In this contribution, we provide our views on XR and Cloud Gaming evaluation, and give out initial simulation results with the following observations and proposals:
Observation 1: For online video traffic, the power consumption proportion of communication modules is around 40%.
Observation 2: For 4K 3D VR video, assuming 2K per eye and 60 FPS, the average data-rate would be around 50Mbps.
Observation 3: The PDB requirement is assumed to be 10ms for XR traffic, and it could be relaxed to 15ms for Cloud Gaming traffic.
Observation 4: For XR and Cloud Gaming, packet size distribution is subject to Gaussian distribution.

Proposal 1: RAN1 studies VR2, AR1 and CG applications as high priority.
Proposal 2: For capacity evaluation, following evaluation methodologies can be considered:
· Option 1: A set of number of users per cell which include one or multiple typical values is predetermined for the evaluation. Assuming the number of users per cell from the set, simulations are performed and corresponding key performance metrics are collected.
· Option 2: The number of users per cell for which requirements of capacity can be satisfied is determined by evaluation. Aiming at the requirements of capacity, a series of simulations with increasing the number of users per cell are performed and corresponding key performance metrics are collected.
Proposal 3: Packet delivered rate PD is defined as the ratio of the number of successfully delivered packets and the number of generated packets for the user. Packet error rate PE is defined as 1- PD.
Proposal 4: Percentage of satisfied users is defined as the ratio of the number of users with PD larger than a threshold and the total number of users.
Proposal 5: The number of satisfied users is defined as the maximum number of users per cell for which the ratio of satisfied users is equal to or larger than a threshold.
Proposal 6: Discuss and determine the threshold X% for packet delivered rate and the threshold Z% for percentage of users in outage for XR evaluation.
Proposal 7: The following metrics can be considered for XR capacity evaluation,
· Number of satisfied users per cell 
· Percentage of satisfied users per cell 
· CDF of packet error rate 
· CDF of packet latency 
· CDF of user-perceived throughput
· Resource utilization
Proposal 8: The user interaction delay is used as a key metric for uplink capacity evaluation when only interaction and pose information are modelled in uplink.
Proposal 9: Number of satisfied users for interaction and pose information is defined as the maximum number of users per cell for which the A%-tile user interaction delay is equal to or less than the uplink PDB when only interaction and pose information are modelled in uplink.
Proposal 10: Discuss and determine the threshold A% used to determine uplink capacity when only interaction and pose information are modelled in uplink.
Proposal 11: The evaluation methodologies and performance metrics used for downlink are reused for uplink when only scene information is modelled in uplink.
Proposal 12: When evaluating the power consumption for XR traffic with potential power saving mechanisms, both performances of capacity and power consumption should be simulated.
Proposal 13: For power consumption evaluation, both the power saving gain and the capacity performance loss need to be considered.
Proposal 14: For power consumption evaluation, the following aspects should be taken into account:
· Power consumption of special slot.
· Different UL channel combination, such as PUSCH, PUCCH and SRS concurrent in a slot, etc.
· Rel-16/Rel-17 power saving features, such as PDCCH skipping, BWP switching, etc.
Proposal 15: For XR coverage evaluation, link budget can be adopted as the evaluation methodology, and max isotropic loss (MIL) can be used as the performance metrics.
Proposal 16: For XR mobility evaluation, performance metrics should be identified considering impacts on XR performance due to mobility, such as interruption delay, handover failure rate and cell-edge transmission performance.
Proposal 17: For XR capacity evaluation, 
· reuse system-level simulation assumptions in TR 38.802 as a starting point.
· revise some simulation assumptions according to real deployment and ongoing/completed SIs/WIs are necessary.
Proposal 18: For XR capacity evaluation, additionally applied Rel-16/Rel-17 features or technologies should be reported by companies.
Proposal 19: For XR power consumption evaluation,
· power consumption performance is evaluated by using power consumption model in TR 38.840.
· capacity performance is evaluated by considering different DRX configurations.
· details of DRX configuration are reported by companies.
Proposal 20: For XR power consumption evaluation, complete the UL power consumption model by considering:
· interpolation algorithm for UL power between 0dBm and 23dBm.
· UL combination slot power scaling, such as PUSCH, PUCCH and SRS concurrent in a slot.
· the power model for the S slot.
Proposal 21: For XR coverage evaluation,
· reuse link budget parameters in TR 38.830 as a starting point.
· revise some parameters is needed, such as required SINR, number of RBs occupied.
Proposal 22: For XR mobility evaluation, 
· at least the simulation assumptions for capacity can be reused, 
· other simulation assumptions can be further studied together with evaluation metrics.
Proposal 23: For XR and Cloud Gaming, the following two traffic source types can be considered for evaluation, assuming frame rate is X FPS.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packets of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
Proposal 24: For XR and Cloud Gaming, following options for packet modelling can be considered,
· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 
· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.
Proposal 25: For DL, traffic models in Table 7 and Table 8 are considered as the starting point for XR and Cloud Gaming evaluation, respectively.
Proposal 26: For UL, traffic model in Table 9 is considered as the starting point for XR and Cloud Gaming evaluation. 
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