
3GPP TSG RAN WG1 Meeting #103-e	R1-2007567
E-meeting, October 26–November 13, 2020
 
Agenda Item:	8.3.3
Source:	Huawei, HiSilicon
Title:	Intra-UE multiplexing enhancements
Document for:	Discussion and Decision

[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN plenary meeting #88e, the scope of Industrial IoT and URLLC was revised in [1]. The description for intra-UE multiplexing and prioritization is captured as follows:
3. Intra-UE multiplexing and prioritization of traffic with different priority based on work done in Rel.16 [RAN1]:
a. Specify multiplexing behavior among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH. 
b. Specify PHY prioritization of overlapping dynamic grant PUSCH and configured grant PUSCH of different PHY priorities on a BWP of a serving cell including the related cancelation behavior for the PUSCH of lower PHY priority, taking the solution developed during Rel-16 as the baseline 
In this paper, we mainly discuss the multiplexing behavior for intra-UE UCI MUX and the prioritization for two overlapping PUSCHs.
Intra-UE UCI multiplexing
In Rel-16, a two-level priority was introduced for service identification of URLLC and eMBB and based on this the UCI multiplexing and prioritization of traffic with different service priorities was discussed. However, due to the limited time, only prioritization was agreed in Rel-16, i.e. the high priority (HP) UCI/data can cancel the low priority (LP) UCI/data except for the case of DG PUSCH vs CG PUSCH. In the RAN1 #102-e meetings, multiplexing of UCI/data of different priorities were discussed and some agreements were achieved to select prioritized cases for study [2]. In this section, we mainly address the FFSs left in the last meeting and provide our detailed design for multiplexing of traffic.
2.1 UCI multiplexing on PUCCH
In the RAN1 #102-e meeting [2], the following agreement was achieved for UCI multiplexing on PUCCH [2]. Three cases are identified to be studied with highest priority and for the second case in which a low-priority (LP) HARQ-ACK overlaps with a high-priority (HP) SR, a FFS is marked to clarify which HARQ-ACK/SR PUCCH format combinations should be supported. In our understanding, this issue is highly related to the detailed multiplexing methods, specifically whether joint coding or separate coding is adopted. Details will be discussed later in the following subsections.
	Agreements:
Support multiplexing for following scenarios in R17:
· Multiplexing a high-priority HARQ-ACK and a low-priority HARQ-ACK into a PUCCH in R17.
· Multiplexing a low-priority HARQ-ACK and a high-priority SR into a PUCCH for some HARQ-ACK/SR PF combinations (FFS applicable combinations).
· Multiplexing a low-priority HARQ-ACK, a high-priority HARQ-ACK and a high-priority SR into a PUCCH.
For the above multiplexing scenarios,
· FFS conditions, if needed, for the multiplexing, e.g
· Whether to support multiplexing between different resources not confined within a sub-slot.
· Whether to support multiplexing in case a PUCCH overlaps with more than one PUCCH.
· Timeline requirements.
· FFS: details, if needed, of the multiplexing scheme, e.g.
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]How to minimize impact on the latency for high-priority HARQ-ACK.
· How to determine the PUCCH resource used for multiplexing (e.g. HP or LP PUCCH resource, or a dedicated PUCCH resource for the multiplexing).
· How to multiplex the HARQ-ACK bits (e.g. multiplexing, bundling).
· How to encode the UCIs with different priorities (e.g. separate coding vs. joint coding)
· How to guarantee the target code rate (e.g. payload control, multiplexing priority, LP HARQ-ACK compression/compaction).
· Explicit indication for enabling multiplexing.
· Multiplexing rule and order (e.g. HP/LP multiplexing is after resolving collision within the same priority).


2.1.1 Multiplexing conditions
The first issue to discuss is the timeline requirements listed in the agreement under conditions. Obviously, the R15 timeline for multiplexing should be satisfied if two overlapping PUCCHs of different priorities would be multiplexed. At the current stage, no motivation to enhance the timeline has been observed. 
Observation 1: For multiplexing UCIs of different priorities onto one PUCCH, the R15 timeline for multiplexing should be satisfied.
The second issue is to clarify whether to support multiplexing between different resources that are not confined within a sub-slot. In our understanding, it would be good to allow it, otherwise it would be too restricted. For the case of the HP HARQ-ACK overlapping with the LP HARQ-ACK, the LP HARQ-ACK is often scheduled earlier than the HP HARQ-ACK, and would occupy more than one sub-slot (as shown in Figure 1 below). We think this case is regular and if multiplexing of such a case is not allowed, the spectrum efficiency of eMBB services would be greatly degraded due to the frequently dropping of LP HARQ-ACK. 
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[bookmark: _Ref53043620]Figure 1 UCI multiplexing across sub-slot
Observation 2: It is too restricted if multiplexing of PUCCHs with different priorities which are not confined in one sub-slot is not allowed, which would greatly degrade the spectrum efficiency of DL eMBB services.
The third issue is whether to support multiplexing in case a PUCCH overlaps with more than one PUCCH. In our understanding, it is unreasonable to preclude this case for multiplexing directly, and the multiplexing is feasible at least for some sub-cases. An example is shown in the left-hand part of Figure 2 below, in which one PUCCH carrying LP UCI (e.g. LP HARQ-ACK) overlaps with two PUCCHs carrying HP UCIs (e.g. HP HARQ-ACK and HP SR). The support of this case has been agreed in the last meeting. Another example is shown in the right part of Figure 2 below, one LP SR overlaps with two HP HARQ-ACKs within two sub-slots. Although it seems that the timeline cannot be satisfied for multiplexing HP AN 1 and HP AN 2 together, the final multiplexing result depends on the specific multiplexing order. For example, it is likely that the UE would multiplex the LP SR onto the PUCCH resource carrying HP AN 1 and hence avoid the further collision with HP AN 2. As a result, the detailed multiplexing rule or order for the case a PUCCH overlaps with more than one PUCCH should be discussed after the multiplexing rules for two overlapping PUCCHs are clear and agreed.
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[bookmark: _Ref53046320]Figure 2 UCI multiplexing when one PUCCH overlaps with two other PUCCHs
Observation 3: It is too early to preclude the case of one PUCCH overlapping with more than one PUCCH from UCI multiplexing, which should be discussed after the UCI multiplexing rule for two overlapping PUCCHs is clear.
2.1.2 Multiplexing details
In this section, we provide our views on how to multiplex UCIs of different priorities on PUCCH.
The first issue is whether joint coding or separate coding should be adopted. For the joint coding and mapping method, the information bits of UCIs of the same type (e.g., both are HARQ-ACK) but different priorities can be cascaded into one bit sequence, coded, modulated and mapped sequentially onto the PUCCH resource. This approach is easy and can reuse the current UCI multiplexing method from Rel-15 to the best. However, it cannot provide distinguished latency/reliability protections for UCIs of different priorities. Since the gNB can only start the decoding procedure after receiving all symbols of the jointly coded UCI, the processing of the HP UCI is delayed. Furthermore, since only one coding rate is used, the UE must either sacrifice the reliability of the HP UCI if a high coding rate is selected, or provide an over-designed reliability for the LP UCI leading to a great resource waste if a low coding rate is selected. 
Observation 4: For multiplexing UCIs of different priorities onto one PUCCH, joint coding and mapping would lead to increased latency for the HP UCI, and also incur a resource waste if for reliability reasons a low coding rate is used for both HP UCI and LP UCI.
The second issue is how to guarantee the target code rate of HP UCI. As mentioned above, joint coding is not preferred. If separate coding is used, we can configure two coding rates for HP UCI and LP UCI. For example, the coding rates of the HP UCI on its original HP PUCCH resource as well as the coding rate of the LP UCI on its original LP PUCCH are reused when multiplexing is performed. Moreover, the HP UCI could be mapped first, to guarantee that there is enough resource for HP UCI, and if the REs required for the LP UCI are more than what is left after mapping the HP UCI, some of the LP UCIs can be dropped. By using this method, the reliable transmission of HP UCI can be guaranteed without any reliability degradation. 
Proposal 1: Support separate coding and mapping for HP UCI and LP UCI when multiplexed onto one PUCCH.
· The coding rates of HP UCI and LP UCI are configured respectively, e.g., reusing the coding rates of UCIs on original PUCCH resources.
· HP UCI is mapped first, and some of LP UCI can be dropped if the number of REs left is not enough to carry all LP UCIs.
The third issue is how to determine the PUCCH resource to carry hybrid UCIs. Note that according to the current mechanism, two PUCCH configurations are configured for HP UCI and LP UCI separately. One alternative can be simply select either one by default, however one issue for this alternative is how to identify if the multiplexing is done or not between LP UCI and HP UCI. To address this issue, one potential solution is to use a third PUCCH configuration dedicated for carrying the multiplexed UCI for brevity. With this method, it can provide a check on whether the UE misses the LP UCI by the differentiated PUCCH resource. 
Proposal 2: Support a dedicated PUCCH configuration to carry the multiplexed HP UCI and LP UCI.
The fourth issue is how to guarantee the low latency of the HP UCI. As shown in right part of Figure 3 below, assuming the HP UCI on PUCCH 1 is multiplexed with LP UCI on PUCCH 2 and carried on one PUCCH 3, if PUCCH 3 ends later than PUCCH 1, then this MUX would cause extra transmission latency to the HP UCI and hence should not be allowed. Hence, the gNB and UE could simply judge whether the multiplexing is feasible according to the ending positions of the PUCCH carrying HP UCI and the PUCCH carrying the multiplexed UCI.
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Figure 3 Time location illustration for HP UCI multiplexing with LP UCI
Proposal 3: Multiplexing LP UCI with HP UCI is allowed only when the PUCCH carrying the multiplexed UCI ends no later than the PUCCH carrying HP UCI.
2.2 UCI multiplexing on PUSCH
In the RAN1 #102-e meeting, the following agreement was achieved for UCI multiplexing on PUSCH. Four cases are identified with highest priority and some FFSs are left for further discussion. 
	Agreements:
Support multiplexing for following scenarios in R17:
· Multiplexing a low-priority HARQ-ACK in a high-priority PUSCH (conveying UL-SCH only).
· Multiplexing a high-priority HARQ-ACK in a low-priority PUSCH (conveying UL-SCH only)
· Multiplexing a low-priority HARQ-ACK, a high-priority PUSCH conveying UL-SCH, a high-priority HARQ-ACK and/or CSI.
· Multiplexing a high-priority HARQ-ACK, a low-priority PUSCH conveying UL-SCH, a low-priority HARQ-ACK and/or CSI.
For the above multiplexing scenarios,
· Support separate configurations of at least beta-offset values (FFS for alpha) for multiplexing with different priority combinations.
· FFS for other separate configurations.
· FFS: value range of beta-offset (e.g. <1).
· FFS the conditions, if needed, for multiplexing, e.g.
· FFS: Whether to support multiplexing in case a PUCCH/PUSCH overlaps with more than one PUCCH/PUSCH.
· Timeline requirements.
· FFS: details, if needed, of the multiplexing scheme, e.g.
· How to minimize impact on the latency for high-priority HARQ-ACK.
· How to multiplex the HARQ-ACK bits (e.g. multiplexing, bundling)?
· How to encode the UCIs with different priorities (e.g. separate coding vs. joint coding).
· How to guarantee the target code rate (e.g. payload control, multiplexing priority, LP HARQ-ACK compression/compaction).
· Explicit indication for multiplexing.
· Multiplexing rule and order (e.g. HP/LP multiplexing is after resolving collision within the same priority).
· How to handle multiplexing of UCI of different priorities and CG-UCI in a CG-PUSCH


From the agreement above, it is agreed to support separate configurations for at least beta-offset values for multiplexing with different priority combinations. One FFS issue is on the value range of beta-offset. We think it is reasonable to support beta-offset < 1 at least for LP UCI multiplexing on HP PUSCH carrying data, in order to provide a better protection of the HP data transmission. Another FFS issue is whether to support separate configurations of alpha. It has been supported in R16 that HP PUSCH and LP PUSCH can be configured with separate alpha values, and hence it is straightforward to further support separate alpha values for UCIs of different priorities on PUSCH of one certain priority.
Proposal 4: Support beta-offset < 1 and separate alpha configurations for multiplexing with different priority combinations.
2.2.1 Multiplexing conditions
This section will discuss the remaining issues identified in RAN1#102-e for multiplexing conditions. The first issue is the timeline. Similar as that for UCI multiplexing on PUCCH, the R15 timeline should be satisfied for UCI multiplexing on PUSCH with different priorities. 
Observation 5: For multiplexing UCI and data of different priorities onto one PUSCH, the R15 timeline for multiplexing should be satisfied.
The second issue is whether to support multiplexing in case a PUCCH/PUSCH overlaps with more than one PUCCH/PUSCH. On one hand, for one PUSCH that overlaps with two PUCCHs, at least some cases have been supported, e.g., one PUSCH overlaps with both HP HARQ-ACK and LP HARQ-ACK, as shown in the agreement above. The key case is when one PUSCH overlaps with two HP HARQ-ACKs within different sub-slots, and the main concern is the latency, i.e., the latency of HP AN 1 may be enlarged if it is multiplexed on the LP PUSCH which spans two sub-slots. However, this issue is the same for the case of one HP PUCCH overlapping with one LP PUSCH, and hence should be studied after the multiplexing of one HP PUCCH and one LP PUSCH is clear. 
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[bookmark: _Ref53056570]Figure 4 UCI multiplexing when two HARQ-ACKs overlap with one PUSCH
On the other hand, the case that one PUCCH overlaps with two PUSCHs has been supported since R15 and is assuming these three channels are of the same priority. If one of the PUSCHs would have a different priority than the PUCCH, then the multiplexing order would have to be defined. However, we suggest that this case should be studied later together with the case of more than two PUCCHs are overlapping. 
Observation 6: For one PUCCH overlapping with two PUSCHs, multiplexing should be supported, and the multiplexing order can be discussed after the multiplexing rule for one PUCCH overlapping with one PUSCH is clear.
2.2.2 Multiplexing details
In this section, we describe provide our views on the multiplexing details. 
The first issue is whether joint or separate coding should be used for UCIs of different priorities when multiplexed on one PUSCH. Obviously, since separate beta-offsets are supported for different priority combinations, it is reasonable to adopt separate coding. With separate coding, it is reasonable to allow HP UCI to be mapped first, either in the first symbol(s) to guarantee a low latency or near a DMRS symbol to guarantee reliability. 
Proposal 5: For UCIs of different priorities multiplexing onto one PUSCH, support separate coding and mapping with the HP UCI being mapped first.
The second issue is how to guarantee the target code rate of the HP UCI or HP data, and how to multiplex LP HARQ-ACK. Since different beta-offsets and alphas can be configured for different priority combinations, the reliability of HP UCI and HP data can be guaranteed by adjusting the beta-offset/alpha values accordingly. If the total number of REs for HP UCI and LP UCI is fixed and the left REs after mapping HP UCI is not enough to carry all LP UCI, some of LP UCI can be dropped.
The third issue is how to guarantee the latency of HP HARQ-ACK. This can be achieved by reusing the method in proposal 3. That means that multiplexing is only allowed when the ending symbol of the PUSCH (or the ending symbol of REs carrying HP HARQ-ACK on PUSCH) is no later than the ending symbols of PUCCHs carrying HP HARQ-ACK.
Proposal 6: For HP HARQ-ACK overlapping with LP PUSCH, multiplexing is allowed only when the ending symbol of PUSCH is no later than the ending symbol of PUCCH carrying HP HARQ-ACK.
Prioritization between CG PUSCHs and DG PUSCHs
In Rel-16, it was agreed in the RAN1 #98b meeting that the HP PUSCH can puncture the LP PUSCH [4]. However, this agreement was re-discussed in the RAN1 101-e meeting, and only the prioritization of two CG PUSCHs with different priorities was agreed while there was no consensus on the prioritization of DG PUSCH and CG PUSCH with different priorities [5]. In the RAN1 #101-e meeting [5], the following proposals are provided.
	Proposal from Feature Lead
· For collision handling between high priority CG and low priority DG, down-select following options.
· Option 1: define a UE capability for collision handling between the CG and DG with different priorities in PHY layer.
· If UE supports the capability, PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the PUSCH transmission scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
· Otherwise, MAC layer should make the prioritization so that only one MAC PDU is delivered to PHY layer.
· Option 2: re-use Rel.15 timeline, MAC layer should make the prioritization so that only one MAC PDU (e.g. the one with higher priority) is delivered to PHY layer. 
· Supported by QC, Intel, LG, Apple
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
· Supported by Nokia, NSB, Huawei/HiSilicon, CATT, NEC, MTK, ZTE
· No PHY collision handling necessary if MAC does not generate a PDU for the CG.
· PHY does not expect MAC to generate a PDU for a later, lower-priority, CG PUSCH, which overlaps with an earlier, higher-priority, DG PUSCH.

Proposal from Feature Lead 
· For collision handling between high priority DG and low priority CG, down-select following options:
· Option 1: Define a UE capability for collision handling between the CG and DG with different priorities in PHY layer.
· If a UE supports the capability, the UE is expected to cancel the overlapping low priority CG by the first overlapping symbol at the latest. Further, a UE expects that the first [overlapping] symbol of the high priority DG is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the high priority DG. 
· Otherwise, the UE can only cancel the entire PUSCH transmission corresponding to the configured grant starting in a symbol 𝑗, if the end of symbol 𝑖 for PDCCH scheduling the PUSCH is at least 𝑁2 symbols before the beginning of symbol 𝑗. 
· Option 2: Rel.15 timeline is reused to support cancellation of the low priority CG PUSCH.
· A UE is not expected to be scheduled by a PDCCH ending in symbol i to transmit a high priority DG PUSCH on a given serving cell overlapping in time with a transmission occasion, where the UE is allowed to transmit a CG PUSCH with low priority, starting in a symbol j on the same serving cell if the end of symbol i is not at least N2 symbols before the beginning of symbol j. 
· Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping low priority CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first [overlapping] symbol of the high priority DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the high priority channel. 
· No PHY collision handling necessary if MAC does not generate a PDU for the CG.



In the RAN1 #102-e meeting, the following agreement was achieved [2]. 
	Agreements:
Support PHY prioritization for the case where low-priority DG-PUSCH collides with high-priority CG-PUSCH in R17.
· FFS details
· Clarify R16 baseline if needed.



The agreement from last meeting is in line with the original Option 3. Hence the following proposal is presented.
Proposal 7: For collision handling between HP CG and LP DG, support the previously discussed Option 3 as below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
For LP CG colliding with HP DG, based on the discussion in the RAN plenary #88e and the according revision of the WID [1], the prioritization of HP DG and dropping of LP CG should be supported. Option 3 keeps consistency with this rule and hence should be adopted in R17.
Proposal 8: For collision handling between HP DG and LP CG, support Option 3 below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping LP CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first overlapping symbol of the HP DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the HP channel.
Conclusions
In this paper, we discussion the possible multiplexing rules of PUCCHs/PUSCHs with different priorities. The following observation and proposals are given:
Observation 1: For multiplexing UCIs of different priorities onto one PUCCH, the R15 timeline for multiplexing should be satisfied.
Observation 2: It is too restricted if multiplexing of PUCCHs with different priorities which are not confined in one sub-slot is not allowed, which would greatly degrade the spectrum efficiency of DL eMBB services.
Observation 3: It is too early to preclude the case of one PUCCH overlapping with more than one PUCCH from UCI multiplexing, which should be discussed after the UCI multiplexing rule for two overlapping PUCCHs is clear.
Observation 4: For multiplexing UCIs of different priorities onto one PUCCH, joint coding and mapping would lead to increased latency for the HP UCI, and also incur a resource waste if for reliability reasons a low coding rate is used for both HP UCI and LP UCI.
Observation 5: For multiplexing UCI and data of different priorities onto one PUSCH, the R15 timeline for multiplexing should be satisfied.
Observation 6: For one PUCCH overlapping with two PUSCHs, multiplexing should be supported, and the multiplexing order can be discussed after the multiplexing rule for one PUCCH overlapping with one PUSCH is clear.

Proposal 1: Support separate coding and mapping for HP UCI and LP UCI when multiplexed onto one PUCCH.
· The coding rates of HP UCI and LP UCI are configured respectively, e.g., reusing the coding rates of UCIs on original PUCCH resources.
· HP UCI is mapped first, and some of LP UCI can be dropped if the number of REs left is not enough to carry all LP UCIs.
Proposal 2: Support a dedicated PUCCH configuration to carry the multiplexed HP UCI and LP UCI.
Proposal 3: Multiplexing LP UCI with HP UCI is allowed only when the PUCCH carrying the multiplexed UCI ends no later than the PUCCH carrying HP UCI.
Proposal 4: Support beta-offset < 1 and separate alpha configurations for multiplexing with different priority combinations.
Proposal 5: For UCIs of different priorities multiplexing onto one PUSCH, support separate coding and mapping with the HP UCI being mapped first.
Proposal 6: For HP HARQ-ACK overlapping with LP PUSCH, multiplexing is allowed only when the ending symbol of PUSCH is no later than the ending symbol of PUCCH carrying HP HARQ-ACK.
Proposal 7: For collision handling between HP CG and LP DG, support the previously discussed Option 3 as below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
Proposal 8: For collision handling between HP DG and LP CG, support Option 3 below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping LP CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first overlapping symbol of the HP DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the HP channel.
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