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Introduction
The study item on support of reduced capability NR devices (NR-RedCap) concerns use cases such as industrial wireless sensors, video surveillance, and wearables ‎[1]. One of the requirements for these three use cases, as described in ‎[1], is lower device cost and complexity as compared to high-end eMBB and URLLC devices of Rel-15/16. According to ‎[1], these three use cases also have specific requirements such as data rates, latency, battery lifetime, availability and reliability. 
Moreover, the SID includes the following objectives:
Study UE power saving and battery lifetime enhancement for reduced capability UEs in applicable use cases (e.g. delay tolerant) [RAN2, RAN1]: 
· Reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits [RAN1].
· Extended DRX for RRC Inactive and/or Idle [RAN2]
· RRM relaxation for stationary devices [RAN2]
In RAN1#101-e the following agreement was reached:
Agreements:
· Study the impact of BD and CCE limits reduction on power saving and PDCCH blocking probability (quantitatively) and impacts on latency and scheduling flexibility (at least qualitatively).
In RAN1#102-e, the following agreements related to the power saving item were reached:
	Agreements:
· Use the VoIP traffic model from TR 38.840 as baseline. Other VoIP traffic models are not precluded and companies to report if other VoIP traffic models are assumed in evaluation.

Agreements:
For power saving evaluation of RedCap UEs:
· Reuse the Instant message traffic model from TR 38.840 as baseline. Other traffic models based on FTP model 3 are not precluded and companies to report the mean inter-arrival time and packet size if other traffic models are assumed in evaluation.
· FFS: ‘heartbeat’ traffic model

Agreements: 
· The scaling factor ‘0.7’ is used for 2 Rx to 1Rx power scaling for power reduction related evaluation.
· For evaluation, the power scaling for PDCCH candidate reduction defined in TR 38.840 is reused for Redcap UEs.
· For power consumption evaluation, the DRX configurations of Instant message and VoIP in TR 38.840 are reused.
· Discussion on reduced maximum number of configurable CORESET technique for power saving is deprioritized in the Redcap power saving sub-agenda
· For power consumption evaluation, use FTP-3 model with 100 Bytes packet size and 60s mean inter-arrival time as baseline for ‘heartbeat’ traffic.
· For power consumption evaluation, reuse the following DRX configuration defined in TS 38.840 for ‘heartbeat’ traffic model:
· C-DRX cycle 640 msec, inactivity timer {200, 80} msec
· FR1 On duration: 10 msec
· FR2 On duration: 5 msec


Agreements: For the PDCCH blocking rate evaluation, at least the following parameters are assumed as baseline: 
	Parameters
	Assumptions

	Number of candidates for each AL
	Each company to report.

	SCS/BW  
	FR1: 30KHz/20MHz
· 15kHz/20MHz is optional
FR2: 120KHz/[100]MHz

	CORESET duration 
	2 symbols, with 3 symbols optional

	Delay toleration (Slot)
	1 (1: implies that PDCCH is blocked if it can’t be scheduled in the given slot), with 2 optional

	Aggregation level Distribution 
	Companies to report (including the necessary UE channel conditions and deployment scenario(s) for the aggregation level distribution)



Agreements: For Redcap power consumption evaluation:
· Note that 2RX is assumed
	Power State
	Alt.4a 

	Deep Sleep (PDS)
	0.8

	Light Sleep (PLS)
	18

	Micro sleep (PMS)
	31

	PDCCH-only (PPDCCH)
	50 for same-slot scheduling, 
40 for cross-slot scheduling

	PDCCH + PDSCH (PPDCCH+PDSCH)
	120

	PDSCH-only (PPDSCH)
	112

	SSB/CSI-RS proc. (PSSB)
	50

	Intra-frequency RRM measurement (Pintra)
	[60] Note4 (synchronous case, N=8, measurement only)
[80] Note4 (combined measurement and search)

	Inter-frequency RRM measurement (Pinter)
	[60] Note4 (neighbor cell search power per freq. layer)
[80] Note4 (measurement only per freq. layer)
Micro sleep power assumed for switch in/out a freq. layer



Working assumption:
Adopting the following rule for power determination
· Rule 1: ‘Micro sleep’ power of 1 Rx is [0.8]x2 Rx ‘Micro sleep’ power 
· Rule 2: For both 1 Rx and 2 Rx configuration, 
· P(α) = max (Micro-sleep, α ∙ Pt + (1 – α) ∙ 0.7Pt))
· Pt is the PDCCH-only power for same slot and cross-slot scheduling cases.

Conclusion: It is up to each company to report the power consumption modeling for 3-symbols CORESET configuration and reduced number of non-overlapped CCEs.

Conclusion:
· RAN1 to defer to RAN2 for further progress on studies regarding RRM relaxations and E-DRx for RedCap UEs to facilitate reduced UE power consumption.



In this contribution, we evaluate the impact of the blind decoding (BD) reduction on the UE power saving as well as the PDCCH blocking probability, latency, and scheduling flexibility. In addition, we discuss the aspects related to the coexistence of RedCap UEs with legacy NR UEs and the potential specification impacts when reducing the number of BDs.  
[bookmark: _Toc42165635][bookmark: _Toc51768570][bookmark: _Toc51771077]Description of feature
In order to receive a DCI, the UE needs to blindly decode PDCCH candidates potentially transmitted from the network using PDCCH search spaces. A search space consists of a set of PDCCH candidates where each candidate can occupy one or multiple CCEs. The number of CCEs used for a PDCCH candidate is referred to as an aggregation level (AL) which in NR can be 1, 2, 4, 8, or 16. A higher AL provides higher coverage. For each AL, the UE may need to monitor multiple candidates. For example, the number of PDCCH candidates for Type0/Type0A/Type2 in common search space (CSS) for AL s 4, 8, and 16 are, respectively, 4, 2, and 1 ‎[2]. In NR, unlike LTE, the number of PDCCH candidates can be configurable for each aggregation level among {0, 1, 2, 3, 4, 5, 6, 8}, except for CSS of Type 0/0A (system information) and Type 2 (paging). 
A UE performs blind decoding as it does not have explicit information about DCI size, AL, and the PDCCH candidate. In general, the number of blind decodes (BD) depends on various factors such as the number of different DCI sizes, the number of ALs and the number of PDCCH candidates that need to be monitored for each AL. PDCCH monitoring may contribute to significant part of the UE power consumption. In order to limit the UE complexity and power consumption, there are limits on the number of blind decoding and the number of non-overlapping CCEs for each slot. For non-carrier aggregation (CA), the maximum number of BDs and CCEs per slot are provided in Table 1 ‎[2]. While Table 1 shows the maximum limit on the number of BD and CCEs for channel estimation, the number of BD and channel estimation which UE actually performs may be lower. In particular, for reduced BW UEs the actual number of BD and CCEs that require channel estimation can naturally decrease as typically smaller CORESETs (hence smaller number of PDCCH candidates and CCEs) are configured. 

[bookmark: _Ref31037505]Table 1: Blind decoding and CCE limits in NR.
	SCS [kHz]
	15
	30
	60
	120

	Max # BD per slot (in NR)
	44
	36
	22
	20

	Max # CCEs which require channel estimation per slot (in NR)
	56
	56
	48
	32



One way to reduce the power consumption due to PDCCH monitoring is to reduce the number of blind decoding attempts (i.e. PDCCH candidates processing). By faster completing the PDCCH decoding process, the UE can sooner enter the microsleep period. Therefore, blind decoding reduction can increase microsleep duration thus reducing UE power consumption. However, this limits scheduling flexibility and potentially increases latency and blocking probability. It should be noted that the power consumption depends on the number of blind decoding attempts which is actually performed by the UE, and not necessarily the maximum BD/CCE limits. In this regard, gNB can properly configure PDCCH candidates for RedCap UE to monitor to assist RedCap power saving once the UE capability is known to the network.
[bookmark: _Toc53800274]For Redcap UEs, the actual number of BD and CCEs that require channel estimation may naturally decrease due to the reduced BW and possibly not needing carrier aggregation.
[bookmark: _Toc53800275]The UE power consumption depends on the number of actually performed blind decoding, not necessarily the maximum limits.
[bookmark: _Toc53800276][bookmark: _Toc53514458][bookmark: _Toc53523751][bookmark: _Toc53523958][bookmark: _Toc53523983][bookmark: _Toc53524112]To assist UE power saving, gNB can already today properly configure PDCCH candidates for the UE to monitor once the UE capability is known to the network.
Analysis of UE power saving with BD reduction
For power saving evaluation with reduced number of BD attempts, we use the following agreed model to compute the PDCCH-only power state value:



where is the PDCCH-only power for same slot and cross-slot scheduling cases, and  is the micro-sleep power. Here,  is the ratio of PDCCH candidates to the max number of PDCCH candidates in the reference configuration () ‎[4]. 
Note that equation (1) shows the PDCCH-related power saving by reduced number of BD. The overall power saving by BD reduction depends on the scenario, traffic model, and the contribution of the PDCCH monitoring part (e.g. considering time percentage) on the total UE power consumption. In fact, using equation (1) we can find an upper bound on the UE power saving gain by BD reduction.
Also, from equation (1), we can see that the UE power consumption depends on the number of BDs. The number of CCEs mainly affects the UE complexity. Therefore, we evaluate the power saving gain for various number of BDs compared to the reference cases in FR1 and FR2. In the following, based on the RedCap power consumption model, we first provide a set of general results that hold for various scenarios. These general results identify the feasible ranges of power saving by BD reduction. Then, we present the power saving evaluations for the specific traffic models agreed in RAN1#102-e.
General results
In Figure 1, we show the upper bound results for power saving by reduced number of BDs based on equation (1) and the agreed power consumption model. This figure presents the maximum achievable power saving gain by reduced number of BDs for 2 Rx and 1 Rx antennas with same-slot and cross-slot scheduling.
[image: ]
[bookmark: _Ref45905140]Figure 1: Upper bound on power saving gain with BD reduction.

[bookmark: _Toc53800277]For same-slot scheduling, the maximum achievable power saving gain by reduced number of BDs is less than 29%.
[bookmark: _Toc53800278]For cross-slot scheduling, the maximum achievable power saving gains by reduced number of BDs are less than 22% and 11% for 2 Rx and 1 Rx cases, respectively.
As we discussed, the overall power saving by BD reduction depends on the contribution of the PDCCH monitoring part (e.g., considering time percentage) on the total UE power consumption, which itself depends on the scenario and the traffic model. In Figure 2 and Figure 3 we present the power saving gain for different contributions of PDCCH part to the overall modem power consumption. In these figures, the contributions of the PDCCH power contribution correspond to the 1 Rx same-slot scheduling and 2 Rx same-slot scheduling, for 1 Rx and 2 Rx cases, respectively. It should be noted that the reduction in the number of Rx antennas and adopting the cross-slot scheduling result in the UE power saving. In Figure 2 and Figure 3, we focus on the power saving gain that can be achieved only by reducing the number of BDs.  
[image: ]
[bookmark: _Ref52383716]Figure 2: Power saving vs. PDCCH contribution to overall power (2 Rx).

[image: ]
[bookmark: _Ref52383718]Figure 3: Power saving vs. PDCCH contribution to overall power consumption (1 Rx).

[bookmark: _Toc53800279]For the 2 Rx case, assuming a 20% PDCCH contribution to the overall power consumption (which depends on the traffic), the power saving gains by reducing the number of BDs by half is 3% and 2.4% for same-slot scheduling and cross-slot scheduling, respectively. 
[bookmark: _Toc53800280]For the 1 Rx case, assuming a 20% PDCCH contribution to the overall power consumption, the power saving gains are less than 3% and 1.8% for same-slot scheduling and cross-slot scheduling, respectively. 

[bookmark: _Toc40449840][bookmark: _Toc40450099][bookmark: _Toc40450152][bookmark: _Toc39860869][bookmark: _Toc40128900][bookmark: _Toc40100762][bookmark: _Toc40100779][bookmark: _Toc40180346][bookmark: _Toc40280326][bookmark: _Toc40281620][bookmark: _Toc39860870][bookmark: _Toc40128901][bookmark: _Toc40100763][bookmark: _Toc40100780]Power saving evaluations for different traffic models
Based on the RAN1#102-e agreements, we summarize the traffic models for power saving evaluations Table 2. 
[bookmark: _Ref52351007]Table 2: Traffic models.
	 
	Instant messaging
	Heartbeat
	VoIP

	Model
	FTP model 3
	FTP model 3
	As defined in R1-070674. 
Assume max two packets bundled.

	Packet size
	0.1 Mbytes
	100 Bytes
	

	Mean inter-arrival time
	2 sec
	60 sec
	

	DRX setting
	Period = 320 ms
Inactivity timer = 80 ms
FR1 On duration: 10 msec
FR2 On duration: 5 msec
	C-DRX cycle 640 msec
Inactivity timer {80} msec
FR1 On duration: 10 msec
FR2 On duration: 5 msec
	Period = 40 msec
Inactivity timer = 10 msec
FR1 On duration: 4 msec
FR2 On duration: 2 msec

	Comments
	Above values are taken from Section 8.2 of TR 38.840.
	 
	Above values are taken from Section 8.2 of 
TR 38.840.



Note on scaling factor: 1Rx power is 0.7x 2Rx power. This only applies to DL states (not UL power) and non-sleep states.
We consider the following reference cases to compute the power saving gain by reduced the number of BD:
· FR1 (30 kHz SCS): 2-symbol CORESET, 36 BDs
· FR2 (120 kHz SCS): 2-symbol CORESET, 20 BDs
In the following, we provide the power saving results by BD reduction for different traffics in FR1 and FR2 with 1 Rx and 2 Rx antennas. The gains are presented for same-slot scheduling and cross-slot scheduling cases. For power saving evaluations, we consider two scenarios:  1) DL+UL (including UL state), and 2) DL-only.  We note that the scenario with both UL and DL represents a more accurate power saving evaluation compared to the DL-only scenario. The results provided below for the DL+UL case is based on a 50% DL traffic and a 50 % UL traffic. In addition, for heartbeat traffic, we consider an 80 ms inactivity timer.

FR1 Results
FR1, 1 Rx antenna
Table 3: Power saving (%) with BD reduction including UL state (DL+UL).
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	0.7
	1.3
	0.66
	0.81

	VoIP
	1.19
	2.22
	1.14
	1.39

	Heartbeat 
	0.01
	0.02
	0.01
	0.012



Table 4: Power saving (%) with BD reduction DL-only.
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	2.42
	4.49
	2.39
	2.91

	VoIP
	2.64
	4.9
	2.62
	3.19

	Heartbeat 
	0.01
	0.02
	0.012
	0.015



FR1, 2 Rx antennas 
Table 5: Power saving (%) with BD reduction including UL state (DL+UL).
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	0.95
	1.76
	0.77
	1.44

	VoIP
	1.56
	2.89
	1.30
	2.41

	Heartbeat 
	0.01
	0.02
	0.01
	0.02



Table 6: Power saving (%) with BD reduction DL-only.
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	3.05
	5.66
	2.46
	4.57

	VoIP
	3.33
	6.17
	2.71
	5.02

	Heartbeat 
	0.20
	0.38
	0.58
	0.71



[bookmark: _Toc53800281]The power saving is less for the UL+DL case compared to the DL-only case. For an accurate power saving evaluation, both UL and DL power states (i.e., DL+UL) need to be taken into account. 
[bookmark: _Toc53800282]For the heartbeat traffic, the power saving gain by reduced number of BDs is negligible.
[bookmark: _Toc53800283]The maximum power saving gain by BD reduction is achieved for the VoIP traffic. 

For the (DL+UL) case, we have the following observations:

[bookmark: _Toc53800284]With a 25% BD reduction in FR1, the power saving can vary between 0.01% to 1.5% for the different considered traffic models.
[bookmark: _Toc53800285]With a 50% BD reduction in FR1, the power saving can vary between 0.01% to 2.8% for the different considered traffic models.

FR2 Results 
FR2, 1 Rx antenna, 100 MHz BW
Table 7: Power saving (%) with BD reduction including UL state (DL+UL).
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	1.94
	3.59
	1.40
	2.70

	VoIP
	2.52
	4.66
	1.94
	3.60

	Heartbeat 
	0.03
	0.06
	0.02
	0.04



Table 8: Power saving (%) with BD reduction DL-only.
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	4.37
	8.1
	3.65
	6.76

	VoIP
	4.66
	8.64
	3.94
	7.31

	Heartbeat 
	0.04
	0.07
	0.029
	0.054



FR2, 2 Rx antennas, 100 MHz BW
Table 9: Power saving (%) with BD reduction including UL state (DL+UL).
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	2.45
	4.54
	1.89
	3.50

	VoIP
	3.1
	5.74
	2.45
	4.54

	Heartbeat 
	0.04
	0.09
	0.03
	0.06



Table 10: Power saving (%) with BD reduction DL-only.
	Traffic
	Around 25% BD reduction for same-slot scheduling 
	Around 50% BD reduction for same-slot scheduling
	Around 25% BD reduction for cross-slot scheduling
	Around 50% BD reduction for cross-slot scheduling

	IM
	4.84
	8.96
	4.12
	7.64

	VoIP
	5.13
	9.51
	4.44
	8.22

	Heartbeat 
	0.05
	0.10
	0.04
	0.07



For the (DL+UL) case, we have the following observations:
[bookmark: _Toc53800286]With a 25% BD reduction in FR2, the power saving can vary between 0.02% to 3.1% for the different considered traffic models.
[bookmark: _Toc53800287]With a 50% BD reduction in FR2, the power saving can vary between 0.04% to 5.7% for the different considered traffic models.
[bookmark: _Toc42165637][bookmark: _Toc51768572][bookmark: _Toc51771079]Analysis of performance impacts
[bookmark: _Ref45816396]Impact of BD reduction on blocking probability 
In order to evaluate the impact of BD reduction on blocking probability, we consider multiple reduced search space cases which have smaller number of PDCCH candidates compared to a baseline. PDCCH blocking probability is defined as the probability all PDCCH candidates scheduled for a UE are blocked (or overlapped) by candidates used by other UEs. That is, blocking probability is the ratio between the number of the blocked UEs over the number of all UEs that need to be scheduled. 
Note that blocking probability depends on various factors such as number of UEs which need to be scheduled (this may depend on the traffic), CORESET size (i.e., number of CCEs), number of PDCCH candidates, and PDCCH link performance/coverage (which affects the required AL). Based on the agreements, we consider the following parameters for our evaluations:
· FR1 (30 kHz SCS, 20 MHz BW): 
· 2-symbol CORESET, 48 RBs
· CORESET size: 16 CCEs
· BD limit for the reference case: 36
· FR2 (120 kHz SCS, 100 MHz BW):
· 2-symbol CORESET, 66 RBs
· CORESET size: 22 CCEs
· BD limit for the reference case: 20
For AL distribution for ALs [1, 2, 4, 8, 16], we consider different values corresponding to various deployment scenarios. Details of parameters for blocking probability analysis are provided in the following tables.
[bookmark: _Ref45905521]Table 11: Parameters for blocking probability analysis (FR1).
	ALs
	[1, 2, 4, 8, 16]

	Number of PDCCH candidates for each AL
	· Reference case (FR1): [6, 5, 4, 2,1]
· Case 1 (around 27% BD reduction): 
[4, 3, 3, 2, 1]
· Case 2: (around 50% BD reduction): 
[3, 2, 2, 1, 1]

	Number of DCI sizes
	2

	Number of BDs (if UE monitors two different DCI sizes)
	· Reference case (FR1): 36 BDs
· Case 1: 26 BDs
· Case 2: 18 BDs

	Probability of selecting each AL
	· [0.5, 0.4, 0.05, 0.03, 0.02]: Majority of the UEs are in is good coverage
· [0.1, 0.2, 0.4, 0.2, 0.1]: Majority of the UEs are in medium coverage
· [0.05, 0.05, 0.2, 0.3, 0.4]: Majority of the UEs are in poor coverage

	Number of UEs
	2 to 10

	CORESET size (number of CCEs)
	16



[bookmark: _Ref45905484]Table 12: Parameters for blocking probability analysis (FR2).
	ALs
	[1, 2, 4, 8, 16]

	Number of DCI sizes
	2

	Number of PDCCH candidates for each AL
	· Reference case (FR2): [4, 3, 1, 1, 1]
· Case 1 (around 30 % BD reduction): 
[2, 2, 1, 1, 1]
· Case 2: (around 50% BD reduction): 
[1, 1, 1, 1, 1]

	Number of BDs (when monitoring two different DCI sizes)
	· Reference case (FR2): 20 BDs
· Case 1: 14 BDs
· Case 2: 10 BDs

	Probability of selecting each AL
	· [0.5, 0.4, 0.05, 0.03, 0.02]: Majority of the UEs are in is good coverage
· [0.1, 0.2, 0.4, 0.2, 0.1]: Majority of the UEs are in medium coverage
· [0.05, 0.05, 0.2, 0.3, 0.4]: Majority of the UEs are in poor coverage

	Number of UEs
	2 to 10

	CORESET size (number of CCEs)
	22



It should be noted that in the above tables, the values for probability of selecting each AL is an assumption for this evaluation. The values can vary with scenarios (different PDCCH coverage for different use cases, e.g., macro, local indoor, number of UE Rx antennas, etc.). Moreover, the number of UEs which can be simultaneously scheduled in FR2 is typically less than in FR1. This is because with the analog beamforming capability in FR2 and the possibility of having narrow beams, a small number of UEs can be located in the same beam direction.
FR1 Results
Figure 4, Figure 5, and Figure 6, show the blocking probability for different AL distributions corresponding to good, medium, and poor coverage conditions. The results are provided for different number of UEs, and for FR1 baseline (36 BDs) and two cases with reduced BDs, corresponding to Table 11.  
[image: ]
[bookmark: _Ref52370764]Figure 4: Blocking probability versus number of UEs for good coverage scenario (FR1).
[image: ]
[bookmark: _Ref52370778]Figure 5: Blocking probability versus number of UEs for medium coverage scenario (FR1).
[image: ]
[bookmark: _Ref52370800]Figure 6: Blocking probability versus number of UEs for poor coverage scenario (FR1).

In Table 13 we summarize the impact of BD reduction on the blocking probability in FR1. 
[bookmark: _Ref53799623][bookmark: _Ref53799617]Table 13: PDCCH blocking rate for different coverage scenarios and reduced number of BD (FR1).
	Number of UEs
	Number of BDs
	Good coverage
	Medium coverage
	Poor coverage

	
3
	reference case
	0.03
	0.17
	0.46

	
	27% BD reduction 
	0.03
	0.17
	0.47

	
	50% BD reduction
	0.035
	0.21
	0.49

	
6
	reference case
	0.06
	0.4
	0.66

	
	27% BD reduction 
	0.07
	0.42
	0.67

	
	50% BD reduction
	0.09
	0.46
	0.69



[bookmark: _Toc53800288]The PDCCH blocking probability is a function several factors such as number of UEs, AL distribution, and CORESET size.
[bookmark: _Toc53800289]In FR1, the impact of BD reduction by 27% on the blocking probability is small.
[bookmark: _Toc53800290]Based on the parameters in Table 11 for FR1, the blocking probability for the good coverage condition and 6 UEs can increase from 5% to 7% (increase by a factor of 1.4) when reducing the BD limit by half.

FR2 Results
Here, we provide blocking probability evaluations for both digital beamforming and analog beamforming cases in FR2.
Digital beamforming  
In the digital beamforming (BF) case, the time-frequency multiplexing is possible for different UEs in the cell, similar to the FR1 scenario.  
Figure 7, Figure 8, and Figure 9 show the blocking probability for different AL distributions corresponding to good, medium, and poor coverage conditions. The results are provided for different number of UEs, and for FR2 baseline (20 BDs) and two cases with reduced BDs, corresponding to Table 12.

[image: ]
[bookmark: _Ref52370062]Figure 7: Blocking probability versus number of UEs for good coverage scenario (FR2, digital BF).

[image: ]
[bookmark: _Ref52370480]Figure 8: Blocking probability versus number of UEs for medium coverage scenario (FR2, digital BF).

[image: ]
[bookmark: _Ref52370465]Figure 9: Blocking probability versus number of UEs for poor coverage scenario (FR2, digital BF).

In Table 14 we summarize the impact of BD reduction on the blocking probability in FR2 (digital BF). 
[bookmark: _Ref53647904]Table 14: PDCCH blocking rate for different scenarios and reduced number of BD (FR2 digital BF).
	Number of UEs
	Number of BDs
	Good coverage
	Medium coverage
	Poor coverage

	
3
	reference case
	0.01
	0.18
	0.45

	
	27% BD reduction 
	0.012
	0.2
	0.47

	
	50% BD reduction
	0.044
	0.24
	0.49

	
6
	reference case
	0.039
	0.36
	0.63

	
	27% BD reduction 
	0.068
	0.40
	0.65

	
	50% BD reduction
	0.14
	0.44
	0.67



In FR2 with the digital beamforming, we have the following observations:
[bookmark: _Toc53800291]Based on the parameters in Table 12 for FR2, the blocking probability for the good coverage condition and 6 UEs can increase from 3.9% to 14% (increase by a factor of 3.6) when reducing the BD limit by half.
[bookmark: _Toc46919261][bookmark: _Toc46925339]
[bookmark: _Toc53800292]While the power saving gain by reducing the number of BDs to half is typically less than 4% for RedCap UEs in (DL+UL) traffic case, the blocking probability can increase by a factor of 3.

[bookmark: _Toc47015144][bookmark: _Toc47015744][bookmark: _Toc47298362][bookmark: _Toc47444844][bookmark: _Toc47525318][bookmark: _Toc47525727]Analog beamforming
With the analog BF, transmissions to multiple UEs in different beams cannot be multiplexed in the frequency domain and it can be done only in the time domain. Therefore, in each scheduling time instant only one beam can cover the UEs and only UEs in the same direction can be simultaneously scheduled. In this case, UEs located outside the specific beam are not scheduled and can be considered as blocked. Consequently, the blocking probability for the analog BF case is higher than the digital BF case. 
Next, we present our blocking evaluation results for different cases with analog BF. For our evaluations, we assume that UEs are randomly distributed in the cell based on a uniform distribution. Also, we assume that the UEs are covered by 8 beams in different directions (UEs are uniformly distributed over these beams). The average blocking probability is evaluated for each beam direction which has at least one UE. We also note that the number of UEs refers to the number of UEs which need to be simultaneously scheduled in a slot in the cell.   
[image: ]
[bookmark: _Ref53514087]Figure 10: Blocking probability versus number of UEs for good coverage scenario (FR2, analog BF).

[image: ]
Figure 11: Blocking probability versus number of UEs for medium coverage scenario (FR2, analog BF).

[image: ]
[bookmark: _Ref53514103]Figure 12: Blocking probability versus number of UEs for poor coverage scenario (FR2, analog BF).
[bookmark: _Hlk53665184]As we can see from Figure 10-Figure 12, the impact of BD reduction on the blocking probability is negligible in the analog BF case. Also, the blocking probability for the analog BF case is higher than the digital BF case. However, within a given time duration (e.g., 1 ms), gNB can have multiple scheduling time instances for serving UEs located in different directions. Therefore, the overall blocking probability for the analog BF case can be significantly reduced with multiple scheduling instances.
[bookmark: _Toc53800293]In FR2 with the analog beamforming, the impact of BD reduction on the blocking probability is negligible.
[bookmark: _Toc53800294]The overall blocking probability for the analog BF case can be significantly reduced by considering multiple scheduling instances.
Impact of BD reduction on latency and scheduling flexibility 
As discussed in Section ‎4.1, reducing the BD limit can increase the PDCCH blocking probability. In this case, a UE is not able to be scheduled and hence it needs to wait until the next PDCCH opportunity. Therefore, a higher blocking probability due to a smaller BD limit results in a higher latency as well as negative impact on energy efficiency. 
In addition, while reducing the number of PDCCH candidates is beneficial for the UE from blind decoding perspective, this limits the scheduling flexibility. In particular, the gNB may not be able to efficiently multiplex different UEs for PDCCH transmissions. For example, assume that a gNB needs to schedule PDCCH for two UEs (UE 1 and UE 2) within a CORESET consisting of 8 CCEs, as illustrated in Figure 13. Consider the following cases:
· Case A: UEs can be configured with two PDCCH candidates of AL 4 (Candidates 1 and 2).
· Case B: UEs can be configured with only one candidate of AL 4. UE 1 monitors Candidate 1 and UE 2 monitors Candidate 2.
· Case C: UEs can be configured with only one candidate of AL 4. Both UEs only monitor Candidate 1.
In Case A, gNB can simultaneously schedule UE 1 with PDCCH Candidate 1, and UE 2 with Candidate 2. Alternatively, gNB has the flexibility to schedule UE 1 with Candidate 2 and UE 2 with Candidate 1. 
In Case B, gNB must schedule UE 1 with PDCCH Candidate 1, and UE 2 with Candidate 2, which is less flexible compared to Case A.
However, in Case C, gNB can only schedule one of the UEs (e.g., UE1) with PDCCH AL 4. Hence, gNB either does not schedule PDCCH for another UE (UE 2), or it must use a PDCCH candidate with a smaller AL (e.g., 1 or 2) not overlapping with that of used for UE 1. Clearly, reducing UE blind decoding capabilities will limit the scheduling flexibility and efficient multiplexing.    
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[bookmark: _Ref45820059]Figure 13: A CORESET with 8 CCEs.

[bookmark: _Hlk53514234][bookmark: _Toc53800295]Reduction of BD and CCE limits increases PDCCH blocking probability as well as latency. Moreover, it restricts scheduling flexibility and efficient multiplexing for scheduling multiple UEs. 
[bookmark: _Toc42165638][bookmark: _Toc51768573][bookmark: _Toc51771080]Coexistence with legacy UEs 
In the coexistence of RedCap UEs with legacy UEs, the BD reduction has a potential on the PDCCH blocking probability, depending on the scheduling strategy. Compared to legacy UEs, RedCap UEs may need to monitor fewer PDCCH candidates in order to reduce the number of BDs. Therefore, depending on the scheduling strategy, the reduced number of PDCCH candidates for RedCap can limit the scheduling flexibility for optimizing multiplexing of UEs in a CORESET. This, in turn, can increase the PDCCH blocking probability for legacy UEs. We note that these potential coexistence impacts depend on the system parameters (e.g., number of UEs and CORESET size), the coverage condition, and the scheduling strategy. For example, if legacy UEs are prioritized over RedCap UEs, we do not expect any coexistence impact on the legacy UEs.

Regarding the coverage, RedCap UEs with reduced number of Rx branches are likely to use higher PDCCH ALs than legacy NR UEs for coverage compensation, provided other system parameters are the same. Consequently, compared to legacy UEs, the AL distribution for RedCap UEs can shift to high ALs and the probability of using small ALs (e.g., AL 1) can be low. In this case, by reducing the number of PDCCH candidates for small ALs, the number of BDs can naturally decrease without any impact on the legacy UEs.  

[bookmark: _Toc53800296]The potential impacts on legacy UEs, in terms of PDCCH blocking probability, when coexisting with RedCap UEs depend on the scheduling strategy and system parameters. If legacy UEs are prioritized over RedCap UEs in the gNB scheduling, we do not expect any coexistence impact on the legacy UEs. 
Specification impacts
As we discussed, the network can assist RedCap power saving by properly configuring PDCCH candidates for RedCap UEs to monitor. Within the RRC search space configuration, nrofCandidates ‎[3], the number of PDCCH candidates is configurable for each aggregation level among {0, 1, 2, 3, 4, 5, 6, 8}, for USS and CSS Type1/Type3. In fact, among the existing configuration, the network can intelligently select a suitable number of PDCCH candidates for RedCap to reduce the BD attempts. In this case, the BD reduction can be done by existing search space configuration, we do not expect any specification impact. However, if a specific subset of number of PDCCH candidates needs to be hardcoded for RedCap, there will be a specification impact.
[bookmark: _Toc53800297]If the network assist BD reduction and UE power saving using existing configurations without any specified restriction for RedCap, specification changes are not required. 
[bookmark: _Toc53800298]If a specific set of number of PDCCH candidates needs to be hardcoded for RedCap, there will be a specification impact.
Conclusion
In the previous sections, we have discussed various aspects of Redcap PDCCH considering UE power saving, PDCCH blocking probability, coexistence with legacy UEs, and specification impacts. In particular, we made the following observations: 
Observation 1	For Redcap UEs, the actual number of BD and CCEs that require channel estimation may naturally decrease due to the reduced BW and possibly not needing carrier aggregation.
Observation 2	The UE power consumption depends on the number of actually performed blind decoding, not necessarily the maximum limits.
Observation 3	To assist UE power saving, gNB can already today properly configure PDCCH candidates for the UE to monitor once the UE capability is known to the network.
Observation 4	For same-slot scheduling, the maximum achievable power saving gain by reduced number of BDs is less than 29%.
Observation 5	For cross-slot scheduling, the maximum achievable power saving gains by reduced number of BDs are less than 22% and 11% for 2 Rx and 1 Rx cases, respectively.
Observation 6	For the 2 Rx case, assuming a 20% PDCCH contribution to the overall power consumption (which depends on the traffic), the power saving gains by reducing the number of BDs by half is 3% and 2.4% for same-slot scheduling and cross-slot scheduling, respectively.
Observation 7	For the 1 Rx case, assuming a 20% PDCCH contribution to the overall power consumption, the power saving gains are less than 3% and 1.8% for same-slot scheduling and cross-slot scheduling, respectively.
Observation 8	The power saving is less for the UL+DL case compared to the DL-only case. For an accurate power saving evaluation, both UL and DL power states (i.e., DL+UL) need to be taken into account.
Observation 9	For the heartbeat traffic, the power saving gain by reduced number of BDs is negligible.
Observation 10	The maximum power saving gain by BD reduction is achieved for the VoIP traffic.
Observation 11	With a 25% BD reduction in FR1, the power saving can vary between 0.01% to 1.5% for the different considered traffic models.
Observation 12	With a 50% BD reduction in FR1, the power saving can vary between 0.01% to 2.8% for the different considered traffic models.
Observation 13	With a 25% BD reduction in FR2, the power saving can vary between 0.02% to 3.1% for the different considered traffic models.
Observation 14	With a 50% BD reduction in FR2, the power saving can vary between 0.04% to 5.7% for the different considered traffic models.
Observation 15	The PDCCH blocking probability is a function several factors such as number of UEs, AL distribution, and CORESET size.
Observation 16	In FR1, the impact of BD reduction by 27% on the blocking probability is small.
Observation 17	Based on the parameters in Table 11 for FR1, the blocking probability for the good coverage condition and 6 UEs can increase from 5% to 7% (increase by a factor of 1.4) when reducing the BD limit by half.
Observation 18	Based on the parameters in Table 12 for FR2, the blocking probability for the good coverage condition and 6 UEs can increase from 3.9% to 14% (increase by a factor of 3.6) when reducing the BD limit by half.
Observation 19	While the power saving gain by reducing the number of BDs to half is typically less than 4% for RedCap UEs in (DL+UL) traffic case, the blocking probability can increase by a factor of 3.
Observation 20	In FR2 with the analog beamforming, the impact of BD reduction on the blocking probability is negligible.
Observation 21	The overall blocking probability for the analog BF case can be significantly reduced by considering multiple scheduling instances.
Observation 22	Reduction of BD and CCE limits increases PDCCH blocking probability as well as latency. Moreover, it restricts scheduling flexibility and efficient multiplexing for scheduling multiple UEs.
Observation 23	The potential impacts on legacy UEs, in terms of PDCCH blocking probability, when coexisting with RedCap UEs depend on the scheduling strategy and system parameters. If legacy UEs are prioritized over RedCap UEs in the gNB scheduling, we do not expect any coexistence impact on the legacy UEs.
Observation 24	If the network assist BD reduction and UE power saving using existing configurations without any specified restriction for RedCap, specification changes are not required.
Observation 25	If a specific set of number of PDCCH candidates needs to be hardcoded for RedCap, there will be a specification impact.
[bookmark: _In-sequence_SDU_delivery]
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