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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
At RAN#86 meeting in Sitges, Spain, a new WI “Solutions for NR to support non-terrestrial networks (NTN)” [1] was agreed with the aim to specify the enhancements identified for NR NTN. The WID objectives for RAN1 are recalled hereafter:
	The work item aims to specify the enhancements identified for NR NTN (non-terrestrial networks) especially LEO and GEO with implicit compatibility to support HAPS (High Altitude Platform Station) and ATG (Air to Ground) scenarios according to the following principles:
· FDD is assumed for core specification work for NR-NTN.
· NOTE: This does not imply that TDD cannot be used for relevant scenarios e.g. HAPS, ATG
· Earth fixed Tracking area is assumed with Earth fixed and moving cells
· UEs with GNSS capabilities are assumed.
The detailed objectives for RAN1 are to specify enhancing features to Rel-15 & Rel-16’s NR radio interface & NG-RAN as follows:
Enhancing features to address the identified issues due to long propagation delays, large Doppler effects, and moving cells in NTN, the following should be specified (see [2]):
· Timing relationship enhancements[RAN1,RAN2]
· Enhancements on UL time and frequency synchronization [RAN1,RAN2]
· HARQ
· Number of HARQ process [RAN1]
· Enabling / disabling of HARQ feedback as described in the TR 38.821 [RAN1&2]
In addition, the following topics should be specified if beneficial and needed
· Enhancement on the PRACH sequence and/or format and extension of the ra-ResponseWindow duration (in the case of UE with GNSS capability but without pre-compensation of timing and frequency offset capabilities) [RAN1/2].
· Feeder link switch [RAN2,RAN1]
· Beam management and Bandwidth Parts (BWP) operation for NTN with frequency reuse [RAN1/2]
· Including signalling of polarization mode



This contribution discusses three different topics: 
I. Considerations on PAPR requirements for NR NTN downlink transmission are given in Section 2 
II. Section 3 intends to compare the LEO based Earth moving cells and Earth fixed cells 
III. Section 4 discusses Beam management and Bandwidth Parts (BWP) operation for NTN with frequency reuse, including signalling of polarization mode
All observations and proposals are summarized in Section 5.

[bookmark: _Ref47451331]Considerations on PAPR requirements for NR NTN downlink transmission
Overview
PAPR (peak-to-average power ratio) is a very important metric when it comes to operate efficiently a transmitter. When the transmitted signal PAPR is high, in order to limit signal distortions and prevent spectral growth, the satellite transmit power amplifier must be operated in its linear region, i.e. potentially with a large power back-off,  resulting in inefficient power conversion. There is a technical trade-off between the output signal quality / out-of-band radiation and the payload power efficiency. 
This section aims to illustrate the PAPR challenges/requirements to be overcome in satellite payload designs in particular when CP-OFDM waveform is considered.
Satellite payload design
Satellite using active antenna
On one hand, the satellite industry has significantly turned towards active antenna usage especially for massive LEO constellations.
Traditionally, Dielectric Resonator Antennas (DRA) composed of several tens of radiant elements are considered. With these types of antenna design, tens of beams can be generated simultaneously by the satellite. Each radiant element is responsible for the amplification of the sum of the uncorrelated signals to be sent in each beam. An example of architecture is illustrated on Figure 1.
In these conditions, the input signal PAPR before amplification will be high regardless the waveform characteristics (e.g. OFDM). This is simply explained by the summing of the numerous uncorrelated signals sharing the same frequency band. As a consequence, the PAPR challenges/requirements that need to be overcome for future satellite payload designs using active antenna are not waveform-specific. However, “transparent” PAPR reduction methods (e.g. clipping and filtering, companding, …) may be used.
The PAPR challenges/requirements to be overcome for satellite payload designs based on active antenna are not waveform-specific
[image: ]
[bookmark: _Ref30000938]Figure 1 : Active antenna architecture with beamforming capabilities
Very High Throughput Satellite
On the other hand, the satellite industry has also shifted towards very capacitive satellite. 
VHTS payloads are composed of several tens of Traveling-Wave Tube Amplifier (TWTA). A TWTA amplifies several gigahertzes of band (typically 2.9 GHz in Ka-Band but it can be less). Typically, the satellite operator will plan several carriers on this frequency band that will be redirected on several satellite beams (e.g. 4 beams). Each carrier will occupy its own sub-band. An illustration of such configuration is given on Figure 2.
[image: ]
[bookmark: _Ref30001740]Figure 2 : Example of VHTS amplification architecture
If we make the reasonable assumption that 200 MBds DVB-S2X carriers are used, then it means that at least 5 to 10 carriers will be simultaneously amplified by the same equipment. As a consequence, the input signal PAPR will increase significantly w.r.t to the case where a single DVB-S2X carrier is considered as it is illustrated on Figure 3 and Figure 5.
In VHTS payload, it is common to have several carriers amplified simultaneously by the same amplifier.
PAPR comparisons
In this section, the PAPR CCDF have been evaluated by considering all the I/Q samples composing the input signal.
[bookmark: _Ref31291739]PAPR requirement for DVB waveforms
The following figure shows the CCDF of the required PAPR for single DVB-S2X carrier signals assuming various modulation schemes. 
[image: ]
[bookmark: _Ref30000981]Figure 3 : PAPR required for 1 (A)PSK carrier
The following figure shows the CCDF of the required PAPR for signals composed of 10 DVB-S2X carriers assuming various modulation schemes.
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Figure 4: PAPR required for 5 (A)PSK carriers
The PAPR increases drastically compared to mono-carrier scenario :
· PAPR < 5.5-6.5 dB for 99.9% of the time for the single carrier scenario depending on the modulation order 
· PAPR < 7.5-8 dB for 99.9% of the time with 5 carriers. 
Moreover, we can notice that in the 5-carriers scenario the modulation order has a marginal impact on the PAPR level.
The following figure shows the CCDF of the required PAPR for signals composed of 10 DVB-S2X carriers assuming various modulation schemes.
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[bookmark: _Ref30000992]Figure 5 : PAPR required for 10 (A)PSK carriers
The PAPR increases very slightly w.r.t the 5-carriers scenario. The modulation order has almost no impact on PAPR.
PAPR requirement for CP-OFDM
The following figure extracted from [3] shows the CCDF of the required PAPR for CP-OFDM waveform. 
It also shows that PAPR reduction method based on clipping and filtering (CAF) [4] can be used with aggressive clipping threshold to reduce drastically the PAPR requirement below 4 dB. In this condition, the PAPR requirements are even more relaxed than in the single carrier scenario.
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[bookmark: _Ref31119774]Figure 6 : PAPR statistics of the IQ samples generated for a 1 PRB QPSK modulated signal. [3]
We can see that classic CP-OFDM is largely above DVB waveform in terms of PAPR requirement when a single carrier per amplifier is considered. However, for the scenarios where multiple carriers are amplified by the same equipment then the PAPR requirements are almost the same  : 
· PAPR < 5.5-6.5 dB for 99.9% of the time assuming a single DVB carrier 
· PAPR < 8-8.5 dB for 99.9% of the time assuming 5 or 10 DVB carriers 
· PAPR < 8 dB  for 99.9% of the case of classical CP-OFDM.
The PAPR requirements of OFDM signals are comparable to the PAPR requirements met with signals composed of several DVB-S2X carriers
However, it is noticeable that the transparent PAPR reduction/compression methods (e.g. CAF) can significantly reduce the PAPR requirement of OFDM signals and make it comparable to PAPR requirement of signals composed of single DVB-S2X carrier: Of course, such PAPR reduction techniques can be implemented at the cost of performance reductions [3].  The performance degradation in terms of BLER may become significant [3] as illustrated on Figure 7. There is a clear dependency between the coding rate and sensitivity towards clipping. The modulation order has also a strong impact on sensitivity towards clipping even though not represented here.
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[bookmark: _Ref31119978]Figure 7 : Impact on 1 PRB BLER performance from clipping [3]
PAPR reduction methods as clipping and filtering can drastically reduce the PAPR requirements of OFDM data signals and make it comparable to the PAPR requirements met with signals composed of single DVB-S2X carrier. However, the resulting performance degradation may become significant depending on the code rate and modulation order
Distortion techniques and probabilistic techniques for compressing PAPR have also been evaluated in [5], including clipping and filtering (CAF) [4], companding [6] and partial transmit sequences (PTS) usage [7].  The performance cost of each technique has been evaluated and compared for specific configuration.
Furthermore, it is worth noting that the PAPR CCDF displayed in [5] are based on an evaluation method different than the one used in this paper. Indeed, the PAPR CCDF is no more evaluated by taking into account all the IQ samples of the input signal ; It is evaluated by only considering the samples characterized by the max instantaneous power peak in each OFDM symbol of the input signal. This definition is quite standard when studying OFDM. However, the CCDF obtained using this method cannot be directly compared to the ones presented in Section 2.1
The evaluation method of PAPR CCDF can diverge depending on the nature of the signals of interest
Finally, the techniques used for achieving the transmitter requirements in terms of unwanted emissions and optimizing power efficiency are not specified or mandated in NR specifications. In particular, the linearization schemes are not specified. However, there is no doubt that proprietary techniques shall be used to support an efficient handling of the NR PAPR requirements.
The techniques used for achieving the transmitter requirements in terms of unwanted emissions and optimizing the system power efficiency are not specified or mandated in NR specifications

Summary
As a conclusion, 
1) the OFDM/NR PAPR requirement on DL transmission matches the PAPR requirements already met in state-of-the-art satellite payloads (Observation 1, 2 and 3). 
2) PAPR compression techniques shall be used to overcome these challenges. However, their definition are outside 3GPP specification scope. (Observation 4 and 6)
[bookmark: _Ref47452047]Trade-off Earth fixed cell vs. Earth moving cell
Overview
LEO based Earth moving cells refer to a deployment scenario where cells are moving on the ground, leading to frequent and unavoidable handover for both stationary and moving UEs. This may result in significant signaling overhead, as well as exacerbating other potential challenges related to inter-cell mobility e.g. service interruption and average user throughput degradation.
For Earth fixed cell scenario, beams are static and do not move (from UE perspective) but beams should be steered to cover Earth fixed cell area. Continuously adjusting the beam direction (and maybe beam-width) as the satellite moves over the cell introduces additional complexity in the satellite antenna system implementation. Beam steering  can be implemented with combined electronic and/or mechanical steering of the antennas, as this is already in operation for some satellites constellations.
In Earth-Fixed cell, continuously adjusting the beam direction may introduces additional complexity in the satellite antenna system implementation. Beam steering  is implementation dependent and it is already in operation for some satellites constellations
The aim of this section is to compare the LEO based Earth moving cells and Earth fixed cells deployment scenarios with respect to the criteria listed in Table 1 .
Table 1 Comparison between Earth fixed and moving beams
	
	Earth moving beams
	Earth fixed 
beams
	Comments

	Handover rate
	2:
Frequent HOs
	1:
Less frequent HOs
	Moving cell: 
-UEs experience periodical changes in the NR cell leading to an increase number in mobility events.
-Larger number HOs during a limited time interval in case of traffic hot-spots.
Fixed cell: 
Peak of HO rate depending on the duration (to be defined) all RRC connected UEs are handed over to a new cell at the new satellite.

	Signaling overhead due to HO
	2:
Regular
	1:
Bursty
(group HO, during satellite switch)
	Moving cells suffer from recurrent handovers: In these cells, the signaling overhead due to HOs may range from tens of kbps at the nadir to hundreds of kbps at satellite coverage border. 

	User Throughput
	2:
Recurrent HOs may Impact UE Throughput
	1:
Less Impact on UE Throughput
	On moving cells there is an undesirable temporary data interruption gap at every handover. This may impact the end user throughput.

	User plane interruption
	2:
impacting mainly the moving cell; due to frequent HOs
	1:
Only interruption  at satellite change
	User plane interruption duration is likely similar for both scenarios. 
But, this is impacting mainly the moving cell; due to recurrent HOs.
This may cause a bad user experience in time critical data communication like VoNR (Voice over NR).

	Load on the PRACH
	1:
Regular
	1:
Bursty
	This may lead to handover failures and call blocking for new calls initiated at the same time.

	Processing load related to handovers
	1:
Regular
	1:
Bursty
	In case of fixed beam: the processing load will be high in shorts periods, while zero at other times.


Impacts: 0: none,1: low,2: high
Handover rate and signaling overhead during handover
Earth moving cell
The handover rate can be defined as the number of users performing a handover per time unit.
In case of the Earth moving cells the UEs in the satellite coverage have to be handed over gradually as the coverage area of the cells moves.
For each UE within a NTN cell, the dwell time for that particular cell is given by the time where that UE is within the area covered by a moving beam:



LEO Satellite Speed (Km/s):	7,56 and UE speed: Neglected.
The traffic model used to compute the number of subscribers to be supported per cell within the satellite system is based on NTN target performances per usage scenarios given in Table B.2-1 [2].
In the following, we consider only pedestrian usage scenario: Which means that the HO rate and the signaling overhead indicators that we are going to evaluate are the minimum values that can be expected within the cell.  If other usage scenarios are to be considered (still TBD as per Table B.2-1 [2]) the HO rate and signaling overhead on moving cell will be much higher.
Also,  the number of NR RRC connected users considered here are only the active users (the UEs are exchanging data with the network).
· The UEs are supposed spread uniformly over the Earth surface with the following UE density:
· Overall UE density: 100 UE per km2
· Percentage value of the amount of simultaneous active users: 1.5 % of ue’s
For the evaluation of HO rate, we will consider a single satellite beam cell, that is cell with only one satellite beam. The beam size is equal to 60Km at nadir. Noteworthy that the beam diameter is depending on beam location. At nadir: it is a circle of 60km diameter. At edge of coverage it becomes an ellipse of 60km by 175km.
Handover rate on single beam cell is computed as follow:
  


The following table shows the Handover rate on Earth-moving single beam cell:
Table 2 Handover rate on Earth-moving single beam cell
	Single satellite beam cell:

	Beam diameter (km)
	cell area (Km^2)
	#RRC Connected UE/beam
	Dwell_time (s)
	Handover rate (HO/s)

	
	
	
	
	

	
	
	
	
	

	60
	2827,43
	4241
	7,94
	534,38

	At EoC Ellipse 60 by 175
	8246,68
	12370
	7,94
	1558,62



In Earth-moving cell, UEs experience periodical changes in the NR cell leading to a high Handover rate
Note 1:  In the above analysis, the connected users are supposed to be spread regularly within the cell. But,  in case of hot-spots larger number of HOs during a limited time interval can be triggered.
Note 2: To compute the Handover rate (HO/s), we applied the Dwell_time on the beam diameter (max beam range). For the UEs located at the cell/beam edge the Dwell_time will be less and therefore, depending on users distribution in the beam, the HO rate might be much higher if more user are located at the border of the cell. Those users will suffer more from frequent handovers.
To maximize the dwell time for all users in the cell, the satellite beams should be shifted and overlapped as shown on pattern (b) in following figure.

[image: ]
Figure 8 Beam patterns for Earth-moving cell

For the UEs located at the cell/beam edge the Dwell_time will be less and therefore, depending on users distribution within the cell, the HO rate might be much higher.
To evaluate the signaling overhead due to HOs, 3 RRC signalling messages are to be considered: MeasReport (MR), RRC Reconfiguration (HO_CMD ) and RRC Reconfiguration Complete (HO confirm).
The RRC signalling message sizes (in bits) on the Physical Layer for the MeasReport (MR), RRC Reconfiguration (HO_CMD ) and RRC Reconfiguration Complete (HO confirm) transmissions are denoted as LPhy,s with subindex S  accordingly. 
Similarly the RRC signaling message sizes (in bits) at RRC Layer are denoted LRRC,s
For each signalling message S the Transport block Size (denoted TBS_s) transmitted by the MAC Layer to the Physical Layer is derived from LRRC,s by adding the Layer 2 headers (L2Headers), in bits 
TBS_s = LRRC,s + L2Headers
Where L2Headers = PDCP_Header+RLC_Header+MAC_Header = (6 Bytes + 3 Bytes + 3 Bytes) * 8
To derive the number of physical channel bits on PDSCH and PUSCH we need to add Transport block CRC attachment (bits): 24-bit CRC for TBS above 3824, otherwise 16-bit CRC. Then we apply the effective channel code rate.
The effective channel code rate used is the one corresponding to QPSK modulation with spectral efficiency of  0.337 (refer to [8]: MCS index table 1 for PDSCH). Because HOs occur mostly at the cell beam edge, where the RSRP is low or the SINR is low due to interference within the overlapping beams area , this justifies our selection of QPSK as the modulation scheme used for the transmission of Handover signalling messages.
With the above in mind the required number of physical channel bits on physical channels (PDSCH or PUSCH) for each signalling message S can be obtained by:

LPhy,s = 
By computing for each RRC connected users the overhead generated on Physical layer by those 3 messages, and using the HO rate evaluated previously, we can compute the overhead signalling due to handovers on the downlink and uplink as follow:
The overhead signalling due to handovers on the downlink in a particular cell is given by the following formula:

Similarly, the aggregate overhead signalling due to handovers on the uplink (i.e. the sum of all considered signalling rate transmissions) is given as follows:

The following table illustrates the overhead throughput due to handovers in both downlink and uplink on a single-beam moving cell:
Table 3 Signaling overhead due to handovers on Earth-moving beam cell
	Single satellite beam cell:

	Beam diameter (km)
	OH_Throughput_HO_gNB_to_UE_Phy (kbps)
	OH_Throughput_HO_UE_to_gNB_Phy (kbps)

	60
	1157
	1270,21

	At EoC Ellipse 60 by 175
	3374
	3704,77



From the above analysis we can conclude that depending on the number of RRC connected devices, cell/beam range, the signaling overhead due to handovers in moving cells may ranges from tens of kbps at the nadir to hundreds of kbps at satellite coverage border.
Moving cells suffer from recurrent handovers: In these cells, the signaling overhead due to HOs may consume a significant part of cell bandwidth.
Beam level mobility with an optimum beams pattern can be used to reduce this air-interface signaling overhead. But as will be discussed later on in this document, the number of beams per cell will be limited by the air interface capacity, particularly in S-Band.
Earth fixed cell 
The Earth fixed cell scenario requires that all UEs in a beam are handed over during the time both satellite coverage overlap (duration t2-t1, see Figure 9 , this is implementation dependent, e.g. constellation design), when the target satellite (Satellite 2 in figure below) starts to provide coverage in the current cell area and the source satellite (Satellite 1) moves below the minimum elevation angle for the considered cell (the switching elevation angle).
[image: ]
[bookmark: _Ref47455037]Figure 9 Satellite switch on Earth fixed beam cell
The duration t2-t1 should be defined so as all the users in the Earth fixed cells handed over to the new cell from satellite 2, taking into account gNB processing capability and PRACH capacity on the new cell. 
For FSS: How such Handover will be triggered? It might be implementation specific. This should be triggered smoothly during t2-t1 to avoid a massive number of HOs in a very short time period.
The HO rate for a Earth fixed cell can be estimated as follows:   


Where the  is the duration the cell is served by the same satellite which is equal to 144 s in case of LEO Satellite at 600Km.
The duration (t2-t1) will be used to evaluate the peak HO rate on the Earth fixed cell. Which corresponds to the volume of Handovers during the satellite switch over (t2-t1).
As mentioned earlier, this duration (t2-t1) is implementation dependent. If it is equal to 10s   (for example), the peak HO rate and HO signaling overhead can be evaluated by using the formula hereafter, the results are depicted in the following two tables:

Table 4 HO Rate and Peak HO Rate on Earth-fixed beam cell
	Single satellite beam cell:
	

	Beam diameter (Km)
	cell area (Km^2)
	#RRC Connected UE/beam
	Dwell_time (s)
	Handover rate (HO/s)
	Peak HO rate (HO/s)

	
	
	
	
	
	

	
	
	
	
	
	

	60
	2827,43
	4241
	144
	29
	424


Table 5 Signaling overhead due to handovers on Earth-fixed beam cell
	Single satellite beam cell:

	Beam diameter (Km)
	OH_Throughput_HO_gNB_to_UE_Phy (kbps)
	OH_Throughput_HO_UE_to_gNB_Phy (kbps)

	60
	64
	70



In case of LEO at 600Km, a typical beam size is less than or equal to 100Km. In case of 60Km beam size for example, the average signalling overhead due to Handovers is at least 16 times higher on Earth-moving cell than on Earth-fixed cell.
The Handover rate and the average signalling overhead on an Earth-fixed cell are much less than on an Earth-moving cell: For the same cell size, the ratio between the Handover rate on Earth-moving cell and on Earth-fixed cell is equal to . 
The Handover rate and the average signalling overhead on an Earth-fixed cell are  much less than on an Earth-moving cell
With the above in mind, the cell size can be increased to reduce the Handover rate and signaling overhead due to HOs on Earth-moving beam. To increase the cell size; a multi- beam cell can be deployed. Beam level mobility will increase the UE dwell time within the cell: The UE moves inside the cell, handled by beam management without extra RRC signaling overhead.
However, increasing the cell size means that the offered traffic (the traffic to be absorbed per cell) and the required capacity per cell will increase. Depending on the traffic model (users density, number of UEs in RRC Connected mode, activity factors…), the cell size will be limited by the air interface capacity, especially in S-Band.
The air interface capacity is a limiting factor  to increasing the cell size and the number of beams per cell. Therefore,  using a multi-beams cell to mitigate the higher HO Rate on Earth-moving cell might not be always possible
Although having multiple beams per cell and using beam management can mitigate the higher HO Rate on Earth-moving cell. This approach should not be considered as baseline. Indeed, there will be always an air interface capacity limit to the number of beams per cell, particularly in S-Band
[bookmark: _Toc40865768]User plane data transfer interruption
In Earth moving cell deployment, there is an undesirable temporary data interruption gap at every handover.
The user plane data transfer interruption (Tdata_interrupt) during handover execution is defined as the interruption: From reception of rrcreconfiguration (HO command) within the serving cell to the transmission of rrcreconfigurationcomplete to the target cell: 
Tdata_interrupt (ms) =  RRC procedure delay + Tinterrupt + 3 * Propagation delay + UE processing + L1 encoding.
Where: Tinterrupt = Tsearch + TIU + Tprocessing  + T∆ + Tmargin ms (see clause 6.1.1.2.2. in [9]) and RRC procedure delay = 10 ms and is specified in clause 12 in [10].
The different delays are depicted on the following signaling flow:
[image: ]
Figure 10 Data transfer interruption during Handover execution
The following table shows the user plane data transfer interrupt (ms) for cell at nadir (Scenario C: Transparent payload): 
Table 6 User plane data transfer interruption duration for cell at nadir
	 
	Intra-frequency handover from FR1 to FR1
	Inter-frequency handover from FR1 to FR1

	RRC procedure delay 
	10
	10

	Tinterrupt
	210
	270

	Propagation delay (PRACH UE to gNB)
	4
	4

	Preamble detection
	2,25
	2,25

	Propagation delay (RAR gNB to UE)
	4
	4

	UE Processing and L1 encoding
	5
	5

	Propagation delay (RRC Reconfig Complete UE to gNB)
	4
	4

	
	
	

	User plane data transfer interrupt (ms)
	239,25
	299,25



The following table shows the user plane data transfer interrupt (ms) the cell at EoC (Scenario C: Transparent payload):
Table 7 User plane data transfer interruption duration for cell at EoC
	 
	Intra-frequency handover from FR1 to FR1
	Inter-frequency handover from FR1 to FR1

	RRC procedure delay 
	10
	10

	Tinterrupt
	210
	270

	Propagation delay (PRACH UE to gNB)
	12,88
	12,88

	Preamble detection
	2,25
	2,25

	Propagation delay (RAR gNB to UE)
	12,88
	12,88

	UE Processing and L1 encoding
	5
	5

	Propagation delay (RRC Reconfig Complete UE to gNB)
	12,88
	12,88

	
	
	

	User plane data transfer interrupt (ms)
	265,89
	325,89



The approximate data rate is computed as follows, we suppose one carrier and one MIMO Layer in use:
	

Where: 
· Qm is  the number of bits per modulation symbol for the applied modulation scheme (QPSK: 2, 16QAM: 4, 64QAM: 6, 256QAM: 8)
· OH  is the overhead and takes the following values: 0.14, for frequency range FR1 for DL and 0.08, for frequency range FR1 for UL
· µ is the numerology
The following graphs show the user DL data throughput reduction due to handovers in a moving cell: 
[image: ]
Figure 11 User DL data throughput reduction due to handovers in a moving cell (at nadir)

[image: ]
Figure 12 User DL data throughput reduction due to handovers in a moving cell (at EoC)
These graphs illustrate the degradation of UE throughput due to handover in moving cell, this is a naturel effect for basic HO as per Rel.15. 
This degradation can be higher on moving cell because of short UE dwell time and data transfer interruption duration which can be significant w.r.t the dwell time. In case of Earth-fixed cell, this data transfer interruption duration is negligible compared to the dwell time. Therefore, the data throughput reduction due to Handovers is insignificant in Earth-fixed cell.
The data throughput reduction due to Handovers can be higher in Earth-moving cell while insignificant in Earth-fixed cell
User plane interruption duration is similar for both Earth-moving and Earth-fixed cell. But, this is impacting mainly the moving cell: In case of moving cell deployment where the HO is frequent. This recurrent  user plane data transfer interruption may cause a bad user experience in time critical data communication like VoNR (Voice over NR).
In case of moving cell deployment where the HO is frequent, the recurrent  user plane data transfer interruption may cause a bad user experience in time critical data communication like VoNR (Voice over NR)
Mobility enhancements features: DAPS Handover, Synchronized RA-less handover, and DC-based cell change can be used to minimize the user plane data transfer interruption. These mobility enhancements features can be beneficial for both moving cell and fixed cell deployment.
Use mobility enhancements features in NTN (DAPS Handover, Synchronized RA-less handover, and DC-based cell change). These can be beneficial for both moving cell and fixed cell scenario
[bookmark: _Toc40865770]Peak in processing and load on the PRACH
[bookmark: _Toc40865771]Earth moving cell
In case of moving cell, as already mentioned, the connected users are supposed to be spread regularly within the cell. Because of frequent Handovers, and high HO rate in moving cell, there will be a regular processing load related to handovers and regular load on the PRACH. This may lead to handover failures and call blocking for new calls initiated at the same time. 
Because of frequent Handovers, and high HO rate in moving cell, there will be a regular processing load related to handovers and regular load on the PRACH
[bookmark: _Toc40865772]Earth fixed cell
In the fixed cell case, how high the peak in processing depends on the number of UEs and the exact implementation of the handover algorithm. Large peak in processing power and potential overload of the PRACH resources of the target satellite could be relaxed through spreading the the handover execution duration (t2-t1, discussed in 3.2.2). 
The time between consecutive peaks is in the range of minutes depending on the actual design of the satellite constellation and number of satellites.
In case of fixed cell, the processing load related to Handovers will be high in shorts periods, while zero at other times. By spreading the handover execution duration, the peak in processing power and potential overload of the PRACH resources of the target satellite could be relaxed
Summary
To make a trade-off between LEO based Earth moving cells and Earth fixed cells, different criteria are to be considered, involving different RAN and SA groups. In this contribution, we did such comparison based on the criteria listed in Table 1 . From our perspective, these criteria have a major impact  on the End-user Quality of Experience and Network performance and should be considered first.
Given the above discussion, we can conclude that the Earth-moving cell is suffering from recurrent handovers and high handover rate. Therefore, we need to focus on Earth-Fixed cell in the normative work of NTN. Further, we believe that from RAN perspective, all the specified solutions for Earth-fixed cell will be easily portable to Earth-moving cell.
From RAN perspective, all the specified solutions for Earth-fixed cell will be easily portable to Earth-moving cell
RAN1 to discuss first Earth-fixed cell for GEO and LEO scenarios in Release 17
[bookmark: _Ref47452133]Beam management and BWP operation for NTN with frequency reuse
Overview
Apart from to the enhancing features to address the identified issues due to long propagation delays, large Doppler effects, and moving cells in NTN, the WID [1] includes a topic about beam management and Bandwidth Parts (BWP) operation for NTN with frequency reuse, Including signalling of polarization mode. In this section, we discuss the Frequency reuse schemes that can be used in NTN to increase the SINR and enhance the spectral efficiency. These include; the traditional frequency reuse, polarization re-use scheme and a Flexible Frequency Reuse based on Bandwidth Part. We discuss also in this section the cell and NR beams to satellite beams mapping as well as the potential usage of the beam management in NTN context.
Spatial Frequency Reuse
In NR NTN, to mitigate inter-cell/beam co-channel interference, which limits the UE’s throughput, Frequency reuse schemes (Frequency reuse factor, FRF > 1) have been proposed. 
Spatial Frequency reuse techniques improve the SINR but inherently limiting the per-beam bandwidth and the system capacity. The traditional Frequency Reuse-3 (FRF-3) scheme, for example, offers a protection against inter-cell interference. However, only a third of the spectral resources are used within each cell.
In S-band for example, in case of full frequency reuse (FRF=1), each cell is configured with a bandwidth of 30MHz, while in case of FRF-3, each cell is configured with a bandwidth of 10MHz as the system bandwidth is divided into the three neighboring cells to decrease interference.
[image: ]
Figure 13 Frequency Reuse (FRF-3) and Full Frequency reuse (FRF-1)
Conducted NTN System level simulations have shown potential gains of FRF-3 scheme. Considering a LEO-1200 S-Band scenario, the SLS results provided in [11] and displayed in the Figure 14 , show that for 100% RU (Resource Usage) the majority (more than 80%) of the UEs experience a higher throughput for the case with FRF-3 than for the case with full frequency reuse.
[image: ]
[bookmark: _Ref47366960]Figure 14 FRF 1 and FRF 2 comparison
The FRF-3 improves the overall SINR but the available cell channel bandwidth is to be divided by a factor of 3; thus, reducing the cell capacity.  
For loaded cells, Frequency Reuse schemes are needed to mitigate the inter-cell/inter-beam interference and improve the overall SINR
Spatial Frequency reuse schemes reduce significantly the inter-beam Co-channel interference but inherently limiting the per-beam bandwidth and the system capacity
In NTN, one component carrier (CC) supports a scalable bandwidth, 5, 10, 15, 20, 25, and 30 MHz for frequency range FR1, and a scalable bandwidth, 50, 100, 200, 400MHz for frequency range FR2, as shown in Table 8 .
Furthermore, a CC is associated with various RF Requirements (out-of-band emission..) which may reduce the system frequency bandwidth. with guard band ratio from 20% to 2% in FR1 and with guard band ratio from 8% to 5% in FR2.
[bookmark: _Ref47368770]Table 8 Supported NR NTN carrier bandwidths and transmission bandwidth configuration
	FR1
	SCS
(kHz)
	5 MHz
	10 MHz
	15 MHz
	20 MHz
	25 MHz
	30 MHz

	
	15
	25
	52
	79
	106
	133
	160

	
	
	4.50 MHz
	9.36 MHz
	14.22 MHz
	19.08 MHz
	23.94 MHz
	28.8

	
	30
	11
	24
	38
	51
	65
	78

	
	
	3.96 MHz
	8.64 MHz
	13.68 MHz
	18.36 MHz
	23.40 MHz
	28.08

	
	60
	N/A
	11
	18
	24
	31
	38

	
	
	N.A
	7.92 MHz
	12.96 MHz
	17.28 MHz
	22.32 MHz
	27.36



	FR2
	SCS
(kHz)
	50 MHz
	100 MHz
	200 MHz
	400 MHz

	
	60
	66
	132
	264
	N.A

	
	
	47.52 MHz
	95.04 MHz
	190.08 MHz
	N/A

	
	120
	32
	66
	132
	264

	
	
	46.08 MHz
	95.04 MHz
	190.08 MHz
	380.16 MHz



The bandwidth per cell must be adapted based on the frequency factor and the polarization re-use option considered. Considering the supported NR NTN carrier bandwidths, given in Table 8 , and depending on the available system frequency bandwidth, not all CC bandwidth could be used with a given FRF, specifically if the CCs allocated for different neighbor cells should have the same bandwidth. 
Furthermore, for more flexibility, the BWP can be used to replace component carrier (CC) as will be discussed in an upcoming clause.
To increase the per-beam bandwidth while ensuring excellent interference isolation between beams, other frequency separation techniques such as polarization re-use scheme should be considered
Polarization re-use support
Traditional frequency reuse though simple in implementation is suffering from quite reduced spectral efficiency. To increase the per-beam bandwidth while ensuring excellent interference isolation between beams, polarization re-use scheme can be used together with frequency reuse as shown on the figure 15: Neighboring cells use different polarization modes to mitigate inter-cell interference: e.g. Right-Hand-Circular (RHC) which follows a clockwise pattern, and Left-Hand-Circular (LHC) which follows a counterclockwise pattern.
NTN should support co-existence of UEs with circularly polarized antennas and linearly polarized antennas. To prevent depolarization loss in case of UE with only linear polarization capability, a combination of the two Rx branches in the UE may be used in the downlink, and the satellite reception may implement dual polarization per beam in the uplink.
NTN should support co-existence of UEs with circularly polarized antennas and linearly polarized antennas on both S-band and Ka-band
[image: ]
Figure 15 Polarization re-use scheme used together with frequency reuse
Additionally, there are other advantages of circular polarization such as its robustness against the Faraday effect which affects linear polarization especially at lower frequencies and it is more resistant to signal degradation due to atmospheric conditions. 
More importantly, circular polarization can be used to increase the cell capacity: Both directions (RHC and LHC) can be used simultaneously on the same PRBs. 
Circular polarization can be used to double the cell capacity 
Beam Management and BWP support
Definitions: 
· Beam: A beam is the main lobe of the radiation pattern of an antenna array
· Antenna port: 
· As per [12], an antenna port is defined such that the channel over which a symbol on the antenna port is conveyed can be inferred from the channel over which another symbol on the same antenna port is conveyed.
· Simply put, it is a logical entity distinguished by a separate Reference Signal sequence
· Satellite beam: a beam created by Satellite Active Antenna System. A satellite beam may not be identified by the UE
· NR beam: a beam which is associated with an antenna port/CSI Reference signal. It can be identified by the UE
NR Beams and NR Cell to Satellite beams mapping
Beamforming needs channel knowledge at the transmitter. Regular beam management operations are based on the control messages which are periodically exchanged between the gNB and the UE. 
In NTN, it will be challenging to implement an optimal and dynamic/fast beamforming towards the users. There are different reasons for that: FDD is assumed for core specification work for NR-NTN. As in FDD there is no channel reciprocity, channel information cannot be obtained from UL Sounding Reference Signals (SRS). Also, the propagation delay in NTN may impact the validity of L1 beam measurement. Furthermore, the generated satellite beams are with a large size (tens or maybe hundreds of Km). 
In NTN it might be challenging to implement an optimal and dynamic/fast beamforming towards the users
Therefore, a different approach should be taken in NTN: the gNB should operates on a set of predefined satellite beams in UL and DL. For Earth fixed beam scenario: Beams are static and do not move (from UE perspective) but beams should be steered to cover Earth fixed cell area. In case of LEO based Earth moving cells, the satellite beams are moving on the ground. And the Users are jumping between the beams. 
From our perspective, there are mainly 3 options which can be considered for the mapping of NR beams and NR cells to the satellite beams:

1 Option 1; Single NR cell per satellite beam and single NR beam cell:  
Option (1) which might be considered as a baseline consist in one-to-one mapping of NR cells to Satellite beams. In option 1, the NR beamforming is not used; the cells are single NR beam cells. NR Beam management operation is not needed.
[image: ]
Figure 16 Single NR cell per satellite beam and single NR beam cell
Option (1) Single NR cell per satellite beam and single NR beam cell can be used as a baseline. With this option NR Beam management operation is not needed
2 Option 2; Multi-Satellite beam NR cell and single NR beam cell: Cell splitting  

In Option (2), two or more satellite beams are used for the same PCI. But, NR beamforming is not used. This option can be useful to split the NR cell across several satellite beams (to extend cell coverage). Regular beam management operation (beam Indication, beam measurements and reporting, beam recovery, tracking and refinement)  is not used. The  beam level mobility is not needed for the UE mobility within the cell. 
[image: ]
Figure 17 Multi-Satellite beam NR cell and single NR beam cell: Cell splitting
3 Option 3; Multi-Satellite beam cell and multi NR beam cell:  

Option (3) corresponds to a multi-NR beam cell: multiple NR beams per NR cell (typically 4 NR beams/cell in Frequency Range 1). With this option, the same cell (PCI) is mapped to two or more satellite beams. Each NR beam is transmitted using a satellite beam or multiple satellite beams. Option (3) is to be used with beam management operation. 

[image: ]
Figure 18 Multi-Satellite beam cell and multi NR beam cell

Two additional options can be introduced for scalability; Options (4) and (5): Option (4) to have more than one NR cell per satellite beam, multiplexed in the frequency domain with different component carriers. With option (4) Single NR beam cells or multi NR beam cells can be deployed. Option (5) can be also for scalability to split several NR cells across different satellite beams with single NR beam cells or multi NR beam cells.
The minimum size of NR beam is the satellite beam’s size
NR Beam Management in NTN
The Release-15/16 beam management is to be considered as baseline for 5G NTN.
The beam management will be used with the option (3) described above and if beam level mobility is to be used to control the UE connected mode mobility instead of Handover procedure, mainly beneficial in case of Earth moving cell as shown in Figure 19 . As beam level mobility does not require explicit RRC signalling to be triggered - it is dealt with at lower layers and RRC is not required to know  which beam is being used at a given point in time. Thus, the UE moves inside the cell, handled by beam management without extra RRC signalling overhead.
Beam management can be beneficial in case of multi-beam moving cell
[image: ]
[bookmark: _Ref47535391]Figure 19 Multi-beam cell: 4 Beams per cell
However, in NTN, when we use several beams per cell (option 3 described in 4.4.2), we increase ipso facto the cell size. Therefore, cell air-interface capacity limit should be taken into account. We believe that deploying multi-beam cell and using beam management will not be applicable to all NTN deployment scenarios. 

For example, let’s consider a LEO scenario at 600Km, for which a typical beam is circular at nadir with a beam size of 60Km and becomes an ellipse with a size of 60Km by 175km at the edge of the coverage; The beam size depends on the satellite antenna size, the satellite altitude and it stretch as a function of elevation angle. 
And let’s consider the traffic model given in Table B.2-1 [6] and only pedestrian usage scenario: Overall UE density: 100 UE per km2 and percentage value of the amount of simultaneous active users: 1.5 % of ue’s

When we compute the number of connected users per cell. We can see that a high number of users need to be served simultaneously in case of a multi-beam cell. Which might not be possible because of limited cell capacity, particularly in S-Band.
Table 8 Multi satellite beam cell : 4 beams per cell
	Beam range (km)
	beam area (Km^2)
	#Connected UE/beam
	#Connected UE/cell
(4 beams per cell)

	
	
	
	

	
	
	
	

	60Km at  nadir
	2827
	4241
	16964

	At EoC Ellipse 60Km by 175km
	8246
	12370
	49480



Deploying multi-beam cell and using beam management will not be applicable to all NTN deployment scenarios
Focus on single-beam cell (option 1) as baseline without beam management
Flexible Frequency Reuse based on Bandwidth Part
For a Flexible Frequency Reuse, a beam-specific BWP (BBWP) can be configured. The objective is to replace the component carrier (CC) which is not as flexible as a BWP is.  The same component carrier  is used on all cells but each beam will be assigned a beam-specific BWP. The inter-beam interference mitigation will be based on  BBWP following a frequency reuse scheme. The Figure 20 shows a flexible frequency reuse based on BBWP reuse. In the proposed solution, the multi-beam cell (option 3) and beam management are assumed. But, as discussed in 4.4.3, deploying multi-beam cell and using beam management will not be applicable to all NTN deployment scenarios.
Basically, Bandwidth parts (BWP) are used to optimize UE operations in frequency domain, whereas the BBWP will be used to support flexible frequency reuse. The beam-specific BWP (BBWP) similar to UE’s dedicated BWPs should be configured independently (from UE’s dedicated BWPs) by network via dedicated RRC signalling. For the configuration of BBWP, the same configuration parameters will be used: starting position, size and the subcarrier spacing. But we need to add an indication of the associated beam: a beam-index (CSI-RS associated with the beam).
When a flexible frequency reuse based on BBWP is to be deployed, an a-priori BBWP planning can be used to allocate the BWP to each beam. Or a dynamic allocation can be performed by the gNB to configure beam-specific BWP based on the traffic distribution between the beams within the cell. Interference coordination maybe required between the gNodeBs
In the proposed solution, an a-priori BBWP planning can be used to allocate the BWP to each beam. Or a dynamic allocation can be performed by the gNB to configure beam-specific BWP based on the traffic distribution between the beams within the cell

[image: ]
Figure 20 Flexible Frequency Reuse using BWP
To support beam-specific BWP, the Release-15/16 BWP operation is to be considered as baseline for 5G NTN. Nevertheless, some enhancements are needed. The required enhancements and their justifications are as follow:
· The new BBWP should be introduced on top of existing UE specific BWP. Indeed, the main usage of the BWP as per Release 15, is to restrict the bandwidth according to UE capabilities, optimize UE operations in frequency domain and dynamically reduce or increase bandwidth according to traffic amount so as to optimize UE power consumption. All these usages of Rel.15 BWP are still valid and we should be able to have the same usage of BWP as before.
· The UE should be configured with as many BBWP as the number of beams within the cell. But, in the current specification, a UE can be configured with up to four bandwidth parts in the downlink and up to four bandwidth parts in the uplink. Therefore, the maximum number of BBWP an NTN UE can be configured with should be only limited by the number of the beams within the cell.
· The UE is not expected to receive CSI-RS outside an active bandwidth part. If BBWP operation is introduced, the UE should be able to perform inter-beam measurements outside its active BWP
· CSI-RS based inter-beam measurement is to be supported in the same manner as the existing CSI-RS based inter-frequency measurement, provided the bandwidth of the CSI-RS resource on the neighbour beam configured for measurement is not within the bandwidth of the CSI-RS resource on the serving beam configured for measurement, or the subcarrier spacing of the two CSI-RS resources is different. The UE cannot be assumed to be able to carry out such measurements without measurement gaps. a measurement gap-assisted configuration is to be provided
· For BBWP, Beam Level Mobility can only be performed based on CSI-RS.
The new beam-specific BWP (BBWP) concept should be introduced on top of existing UE specific BWP
The new beam-specific BWP (BBWP) should reuse Release-15/16 BWP operation procedures with the enhancements provided in this TDOC  
· Regarding BBWP Operation: In the current specifications, initial-active DL BWP #0, defined by span of CORESET#0 configured by MIB (or dedicated RRC) for scheduling of SIBs. Supported sizes are only 24,48,96 RB. Initial-active UL BWP #0: Configured by SIB1 for random access procedure. Initial BWP is compatible with all UE categories and can be used by any UE within the cell before it is reconfigured with BBWP associated to the beam in which the UE is located. Therefore, the size of the common Initial-active BWP should be designed carefully to avoid any congestion and blocking within the cell.  
The size of the common Initial-active BWP should be defined carefully to avoid any congestion and blocking within the cell   
· In Connected state, BWP adaptation/switching is based on the Bandwidth part indicator in the DCI.  BBWP switching should be handled by beam management indication which relies on gNB controlled means to determine and select used beams. BBWP switching is illustrated on the protocol flow below. MAC CE transmission configuration indication can be used to indicate and update serving beam and implicitly the BBWP. We do not need to use UE bandwidth part adaptation which use bandwidth part indicator on the DCI, because this should be used only for UE’s dedicated BWPs adaptation as per Release 15/16. We do not need to increase the number of UE configured Rel.15/16 BWP. That is the Bandwidth part indicator field on DCI should be unchanged.
Bandwidth part indicator field on DCI should be unchanged
MAC CE transmission configuration indication (MAC CE TCI) can be used to indicate and update serving beam and implicitly the BBWP
[image: ]
Figure 21 BBWP change indication, based on TCI
[bookmark: _Ref47452221]Conclusion
In this document we discussed the following topics: 
I.	Considerations on PAPR requirements for NR NTN downlink transmission 
II.	The trade-off Earth fixed cell vs. Earth moving cell
III.	Beam management and Bandwidth Parts (BWP) operation for NTN with frequency reuse, including signalling of polarization mode

The following observations and proposals are made:
I. Considerations on PAPR requirements for NR NTN downlink transmission:
Observation 1	The PAPR challenges/requirements to be overcome for satellite payload designs   based on active antenna are not waveform-specific
Observation 2	In VHTS payload, it is very common to have several uncorrelated carriers amplified by the same amplifier
Observation 3	The PAPR requirements of OFDM signals are comparable to the PAPR requirements met with signals composed of several DVB-S2X carriers
Observation 4	PAPR reduction methods as clipping and filtering can drastically reduce the PAPR requirements of OFDM data signals and make it comparable to the PAPR requirements met with signals composed of single DVB-S2X carrier. However, the resulting performance degradation may become significant depending on the code rate and modulation order
Observation 5	The evaluation method of PAPR CCDF can diverge depending on the nature of the signals of interest
Observation 6	The techniques used for achieving the transmitter requirements in terms of unwanted emissions and optimizing the system power efficiency are not specified or mandated in NR specifications
II. Trade-off Earth fixed cell vs. Earth moving cell:
Observation 7	In Earth-Fixed cell, continuously adjusting the beam direction may introduces additional complexity in the satellite antenna system implementation. Beam steering  is implementation dependent and it is already in operation for some satellites constellations
Observation 8	In Earth-moving cell, UEs experience periodical changes in the NR cell leading to a high Handover rate
Observation 9	For the UEs located at the cell/beam edge the Dwell_time will be less and therefore, depending on users distribution within the cell, the HO rate might be much higher 
Observation 10	Moving cells suffer from recurrent handovers: In these cells, the signaling overhead due to HOs may consume a significant part of cell bandwidth
Observation 11	The Handover rate and the average signalling overhead on an Earth-fixed cell are  much less than on an Earth-moving cell
Observation 12	The air interface capacity is a limiting factor  to increasing the cell size and the number of beams per cell. Therefore,  using a multi-beams cell to mitigate the higher HO Rate on Earth-moving cell might not be always possible
Observation 13	The data throughput reduction due to Handovers can be higher in Earth-moving cell while insignificant in Earth-fixed cell
Observation 14	In case of moving cell deployment where the HO is frequent, the recurrent  user plane data transfer interruption may cause a bad user experience in time critical data communication like VoNR (Voice over NR)
Observation 15	Because of frequent Handovers, and high HO rate in moving cell, there will be a regular processing load related to handovers and regular load on the PRACH
Observation 16	In case of fixed cell, the processing load related to Handovers will be high in shorts periods, while zero at other times. By spreading the period during which the handover happen, the peak in processing power and potential overload of the PRACH resources of the target satellite could be relaxed
Observation 17	From RAN perspective, all the specified solutions for Earth-fixed cell will be easily portable to Earth-moving cell
Proposal 1	Although having multiple beams per cell and using beam management can mitigate the higher HO Rate on Earth-moving cell. This approach should not be considered as baseline. Indeed, there will be always an air interface capacity limit to the number of beams per cell, particularly in S-Band
Proposal 2	Use mobility enhancements features in NTN (DAPS Handover, Synchronized RA-less handover, and DC-based cell change). These can be beneficial for both moving cell and fixed cell deployment
Proposal 3		RAN1 to discuss first Earth-fixed cell for GEO and LEO scenarios in Release 17
III. Beam management and BWP operation for NTN with frequency reuse:
Observation 18	For loaded cells, Frequency Reuse schemes are needed to mitigate the inter-cell/inter-beam interference and improve the overall SINR
Observation 19	Spatial Frequency reuse schemes reduce significantly the inter-beam Co-channel interference but inherently limiting the per-beam bandwidth and the system capacity
Observation 20	Circular polarization can be used to double the cell capacity
Observation 21	In NTN it might be challenging to implement an optimal and dynamic/fast beamforming towards the users
Observation 22	Option (1) Single NR cell per satellite beam and single NR beam cell can be used as a baseline. With this option NR Beam management operation is not needed
Observation 23	The minimum size of NR beam is the satellite beam’s size
Observation 24	Beam management can be beneficial in case of multi-beam moving cell
Observation 25	Deploying multi-beam cell and using beam management will not be applicable to all NTN deployment scenarios
Observation 26	In the proposed solution, an a-priori BBWP planning can be used to allocate the BWP to each beam. Or a dynamic allocation can be performed by the gNB to configure beam-specific BWP based on the traffic distribution between the beams within the cell
Observation 27	The size of the common Initial-active BWP should be defined carefully to avoid any congestion and blocking within the cell   
Proposal 4	To increase the per-beam bandwidth while ensuring excellent interference isolation between beams, other frequency separation techniques such as polarization re-use scheme should be considered
Proposal 5	NTN should support co-existence of UEs with circularly polarized antennas and linearly polarized antennas on both S-band and Ka-band
Proposal 6	Focus on single-beam cell (option 1) as baseline without beam management
Proposal 7	The new beam-specific BWP (BBWP) concept should be introduced on top of existing UE specific BWP
Proposal 8	The new beam-specific BWP (BBWP) should reuse Release-15/16 BWP operation procedures with the enhancements provided in this TDOC  
Proposal 9	Bandwidth part indicator field on DCI should be unchanged
Proposal 10	MAC CE transmission configuration indication (MAC CE TCI) can be used to indicate and update serving beam and implicitly the BBW
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