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[bookmark: _Toc46307390][bookmark: _Toc47530168]1	Introduction 
A new SI [1] and a new WI [2] were approved in RAN #86 to study and extend NR support in the frequency range of 52.6 GHz to 71 GHz. This study item will include the following objectives:
· Study of required changes to NR using existing DL/UL NR waveform to support operation between 52.6 GHz and 71 GHz
· Study of applicable numerology including subcarrier spacing, channel BW (including maximum BW), and their impact to FR2 physical layer design to support system functionality considering practical RF impairments [RAN1, RAN4].
· Identify potential critical problems to physical signal/channels, if any [RAN1].
· Study of channel access mechanism, considering potential interference to/from other nodes, assuming beam based operation, in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6 GHz and 71 GHz [RAN1].
· Note: It is clarified that potential interference impact, if identified, may require interference mitigation solutions as part of channel access mechanism.   
The objectives for the WI, according to the outcome of the study item and leveraging FR2 design to the extent possible, are to extend NR operation up to 71 GHz considering both licensed and unlicensed operation. The following lists objectives with RAN1 lead:
· Physical layer aspects including [RAN1]:
· [bookmark: _Hlk26996217]New numerology or numerologies (µ value in 38.211) for operation in this frequency range. Addressing impact on physical signals/channels if any, as identified in the SI. 
· Time line related aspects adapted to each of the new numerologies, e.g., BWP and beam switching times, HARQ scheduling, UE processing, preparation and computation times for PDSCH, PUSCH/SRS and CSI, respectively. 
· Support of up to 64 SSB beams for licensed and unlicensed operation in this frequency range. 
· Physical layer procedure(s) including [RAN1]:
· Channel access mechanism assuming beam based operation in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6GHz and 71GHz. 
In this contribution, we first discuss the selection of maximum channel bandwidth from regulatory, practical coexistence and engineering points of view. We then examine if the impact of different sub-carrier spacings on a diverse range of system aspects: (1) phase noise handling with extensive link level evaluation results, (2) cyclic prefix lengths and applicable environments, (3) frequency and timing estimation tolerance issues, (4) coverage and applicable deployments, and (5) processing time issues. Finally, we discuss a few potential enhancements that are beneficial to NR operation in 52.6 to 71 GHz.
[bookmark: _Toc46307391][bookmark: _Toc47530169]2	Channel bandwidth selection
The frequency range of 57 – 71 GHz provides a large amount of spectrum for NR operations. A system bandwidth of larger than the currently supported 400 MHz can be envisioned. However, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes.
Several companies have taken the IEEE 802.11ad channel bandwidth of 2.16 GHz as a starting point for NR operation in the 52.6 – 71 GHz frequency range. There further appears to be misconception that adopting the same channel bandwidth is necessary for coexistence purpose. This, however, is not the case as we show in the following that  
[bookmark: _Toc46238822][bookmark: _Toc46238842][bookmark: _Toc46238933][bookmark: _Toc46238968][bookmark: _Toc46239031][bookmark: _Toc46239066][bookmark: _Toc46239099][bookmark: _Toc46239768][bookmark: _Toc46239897][bookmark: _Toc46240390][bookmark: _Toc46238823][bookmark: _Toc46238843][bookmark: _Toc46238934][bookmark: _Toc46238969][bookmark: _Toc46239032][bookmark: _Toc46239067][bookmark: _Toc46239100][bookmark: _Toc46239769][bookmark: _Toc46239898][bookmark: _Toc46240391][bookmark: _Toc46238824][bookmark: _Toc46238844][bookmark: _Toc46238935][bookmark: _Toc46238970][bookmark: _Toc46239033][bookmark: _Toc46239068][bookmark: _Toc46239101][bookmark: _Toc46239770][bookmark: _Toc46239899][bookmark: _Toc46240392][bookmark: _Toc46235349][bookmark: _Toc46237859][bookmark: _Toc46237892][bookmark: _Toc46238825][bookmark: _Toc46238845][bookmark: _Toc46238936][bookmark: _Toc46238971][bookmark: _Toc46239034][bookmark: _Toc46239069][bookmark: _Toc46239102][bookmark: _Toc46239771][bookmark: _Toc46239900][bookmark: _Toc46240393][bookmark: _Toc47712016]There is no regulatory or practical need to align the channel bandwidth (e.g., 2.16 GHz) with other technologies operating in the same 60 GHz band for coexistence purposes. 

Recognizing the necessity of beamformed transmissions to reach adequate link budget for reliable communications, most regulatory requirements for the 60 GHz bands place much fewer restrictions than those placed on the 5 or 6 GHz band (see further details in the companion contribution [3]). Among the various regulatory bodies from FCC to EC CEPT, the harmonized standard EN 302 567 for the CEPT c1 band (indoor operation in the EU market) imposes more requirements than any other. However, even EN 302 567 does not define a nominal channel bandwidth or any channelization in the 57 – 71 GHz frequency range. In fact, a device compliant with EN 302 567 can declare one or more nominal channel bandwidths and, for every declared nominal bandwidth, the device is required to support at least one mode of transmission where the transmission occupy at least 70% of the declared nominal channel bandwidth. This means that not all transmissions by the device must occupy more than 70% of declared nominal channel bandwidth; it is enough if at least some transmissions by the device occupy more than 70% of the declared nominal bandwidth. That is, any declared channel bandwidth is allowed and actual transmission bandwidth at any point in time may be different than the declared channel bandwidth according to the most stringent regulatory requirements.
We have provided extensive research and evaluation results in the companion contribution [3] to show that (1) the probability of interference is very low due to high directional beamforming and high attenuation; and (2) LBT procedures do not provide any observable benefit.
For the sub-7 GHz bands, overlapping channels can cause unnecessarily higher interference between different communication nodes, which was a mistake made in the Wi-Fi channelization design for the 2.4 GHz band. In the channelization design for 5 GHz, IEEE imposed a nonoverlapping channel principle to avoid such interference issues. However, this nonoverlapping channel principle has been abandoned by IEEE in the channelization designs for the 60 GHz band. As shown in Figure 1, it can be observed that channels with bandwidths > 2.16 GHz overlaps with each other. Such channelization designs from IEEE further support our empirical results that interference does not play an important factor in the 60 GHz system operations.
[image: ]
[bookmark: _Ref46233016]Figure 1: Channelization used by IEEE 802.11ay. It can be observed that channels with bandwidths >2.16 GHz overlap with each other.

For indoor mobility use cases, path losses are generally lower because of limited environment sizes. For fixed deployment use cases, regulations generally allow/require large beamforming gains, i.e., high EIRP. For both deployments and use cases, there can be high enough received powers to benefit from operating a large system bandwidth. As a reference for indoor use cases, the IEEE 802.11ad system operates a carrier bandwidth of 2.16 GHz. Further evolution in the 802.11ay specs introduced support of 4.32 GHz carrier bandwidth. However, operating at such large bandwidths limits the useable ranges and user experience severely. It is observed that the 802.11ad system can only be operated within the same room and at a distance of no more than 10 m [13][14][15]. Judging from the market experience, there is little evidence that supporting such a large bandwidth is beneficial.
In fact, there are many technical problems associated with very large channel bandwidths. Power amplifier (PA) performance generally degrades with large bandwidths. It is also difficult to realize linearization needed for higher order modulation over large bandwidths. Directivity of multiple antenna transmissions can vary across a wide bandwidth. All these factors limit the efficiency and impact the thermal aspects of the transmitters to achieve the desired EIRP targets. On the receiver side, we observe that noise figure, linearity and other receiver characteristics have significant dependence on the bandwidth. For instance, power consumption of the ADC can grow quadratically with the bandwidth, representing a large drain the mobile batteries.
Furthermore, a 2.16 GHz channel bandwidth is, in fact, not compatible with 3GPP numerology. Using the same 4096 FFT size as Rel-15 NR, the addressable transmission bandwidths for different sub-carrier spacings (SCS) are tabulated in Figure 2. 
[bookmark: _Ref46235935]Figure 2: Maximum addressable system bandwidth assuming 4096 FFT size
	SCS [kHz]
	120
	240
	480
	960
	1920

	Addressable BW [GHz]
	0.40
	0.8
	1.6
	3.2
	6.4



For the 120 kHz SCS, 400 MHz bandwidth is addressable. For the 480 and 960 kHz SCS, 1.6 and 3.2 GHz bandwidths are addressable. That is, 3GPP numerologies are designed in general to support around 77% FFT utilization. As discussed in [4]: “at a 2 GHz nominal bandwidth, use of 480 kHz is difficult as it requires an FFT utilization of 96.68%. While 960 kHz may be used, the disadvantage is that the %FFT utilization in this case is very low at 48.34%.” That is, forcing a 2.16 GHz channel bandwidth into the 3GPP numerology causes either implementation difficulty or excessive computation overheads.

[bookmark: _Toc46239036][bookmark: _Toc47712017][bookmark: _Toc46239037]Targeting a large bandwidth that is incompatible with 3GPP numerology (e.g., 2.16 GHz) is not beneficial to NR operation in the 52.6 to 71 GHz range.

For outdoor mobility use cases, it is beneficial to restrict the transmission bandwidths to obtain adequate received signal to noise ratios for reliable system operations for a target site density. Region I regulation for 57 – 66 GHz stipulates mean EIRP limit of 40 dBm as well as a maximum power spectral density of 23 dBm/MHz. Hence, a minimum of 50 MHz transmission bandwidth is needed to deploy transmissions at the allowed EIRP limit and maximum PSD. North America regulations for 57 – 71 GHz restrict the maximum conducted output power at 27 dBm if the emission bandwidth is at least 100 MHz. The maximum conducted output power is reduced proportionally with the emission bandwidth otherwise. Therefore, coverage can be optimized by a transmission of 100 MHz. To enable NR operation in the 57 – 71 GHz bands with greater range, mobility and user experience, it is necessary to address the trade-off between peak rate, coverage and robustness carefully in the 3GPP SI and WI. In summary, NR operations in the frequency range of 57 – 71 GHz should enable a range of system bandwidths suitable for reliable and robust mobile use case in indoor as well as outdoor environments.
As shown in Figure 2, channel bandwidth up to 1.6 GHz can be realized with 480 kHz SCS. To address even wider bandwidths, carrier aggregation can be used. Current NR specifications is written based on a maximum SCS of  kHz and all timings are defined using . Adopting an even larger SCS will necessitate fundamental and comprehensive changes to the NR specifications. In our view, such changes can only be justified with an overwhelming benefit-over-cost ratio assessment.

[bookmark: _Toc47712037]Consider channel bandwidths up to 1.6 GHz for NR operation in 52.6 to 71 GHz.

[bookmark: _Toc46307392][bookmark: _Toc47530170]3	Sub-carrier spacing selection
The frequency range of 57 – 71 GHz provides a large amount of spectrum for NR operations. However, operation on bands in this frequency range are limited by practical device performance. For example, poor power amplifier (PA) efficiency and larger phase noise impairment, increased front-end insertion loss together with the low noise amplifier (LNA) and analog-to-digital converter (ADC) noise present particular challenges. Furthermore, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes. In this section, we provide our analysis on the various important factors that should be considered in the selection of sub-carrier spacings for NR operation in the 52.6 – 71 GHz range including
· Phase noise handling with extensive link level evaluation results
· Cyclic prefix lengths and applicable environments
· Frequency and timing estimation tolerance issues
· Coverage and applicable deployments
· Processing time issues
Based on the analysis, we propose
[bookmark: _Toc47712038]Consider sub-carrier spacings up to 480 kHz for NR operation in 52.6 to 71 GHz.

[bookmark: _Toc46307393][bookmark: _Toc47530171]3.1	Phase noise handling
In the study for NR mm-wave frequencies, phase noise was identified as one important factor to consider in the selection of subcarrier spacing that maximizes the achievable signal quality [12]. Since phase noise generally increases by 6 dB when carrier frequency doubles, impacts of phase noise on NR operations in the 52.6 – 71 GHz range can be expected to be more pronounced than those on NR operations in the FR2. The presence of phase noise can cause two types of impairments to an OFDM signal: (1) a common random phase rotation (same on each subcarrier); and (2) inter-carrier interference between subcarriers. Different SCS sizes affect the relative strengths of these two types of impairments. In general, a large SCS tends to reduce the level of inter-carrier interference experienced by the OFDM signal. However, a large SCS also tends to suffer more performance losses from inter-symbol-interference (ISI) due to channel dispersion because of the shortened CP. It is hence important to evaluate both impacts on the link performance under realistic system parameters and scenarios.
For OFDM evaluation in this contribution, we perform CPE and ICI compensation using existing Rel-15 PTRS structure with K=2 and L=1 following the agreed link level evaluation assumptions [7]. In the TBS determination procedure in TS 38.214, a UE first determines the number of REs allocated for PDSCH within a PRB via

Since the higher layer parameter  was not specified in the agreed link level evaluation assumptions [7], we assume  per TS 38.214. As a result, the effective code rates are increased due to the overhead introduced by PTRS.

Phase noise compensation for OFDM
Let the transmitted symbol and the channel response for sub-carrier  be  and , respectively. The time-varying phase noise induces inter-carrier-interference (ICI) in the received signal  [5]:

PTRS are transmitted on sub-carriers . The values of  at these sub-carriers are hence known and can be used to estimate a de-ICI filter of  taps:

For , the de-ICI filter reduces to single-tap common phase error (CPE) compensation:

For ICI compensation, we use  in this contribution. The 3-tap de-ICI filter can be obtained from minimizing the residue sum of squares:

This is a simple least square problem with solution given by

Note that  is a small 3x3 matrix. To compensate the ICI, the received signal  is filter by .
The compensation procedure places no restriction on the locations of the PTRS. That is, the PTRS can be distributed as Rel-15 NR PTRS or clustered as studied by some companies. Further discussion can be found in the companion contribution [6].
[bookmark: _Toc47530172]3.1.1	TDL channel evaluation results for CP-OFDM
In this section, we provide link-level evaluation results in terms of DL-SCH block error rate (BLER) vs. signal to noise ratio (SINR) for TDL-A channel in the presence of phase noise to assist in the proper selection of SCS. In all link-level simulations for OFDM, current Rel-15 PTRS configurations (K=2 and L=1) are used, and we compare CPE compensation only vs. ICI compensation. As agreed in the email discussion [7], two channel bandwidths are evaluated 
· 400 MHz
· 256 RBs @ 120 kHz SCS
· 128 RBs @ 240 kHz SCS
· 64 RBs @ 480 kHz SCS
· 32 RBs @ 960 kHz SCS
· 2000 MHz
· 160 RBs @ 960 kHz SCS
In Figure 3, we provide BLER for MCS 22, MCS 16, and MCS 7 with CPE compensation. The results show phase noise has negative impacts on link performance of smaller sub-carrier spacings particularly for higher MCSs when only CPE compensation is performed. It is noted that a system with smaller number of sub-carriers generally has better performance than one with larger number of sub-carriers due to less phase noise power aggregated by all the sub-carriers. 
In Figure 4, we provide BLER for the same agreed setups using three-tap de-ICI compensation (i.e., ). The results show that, with simple ICI compensation, link performance of smaller sub-carrier spacings can be brought on par with that of larger sub-carrier spacings particularly in the range of typical link adaptation target of 10% BLER. Therefore, there is no need to drastically increase SCS, e.g., to 960 kHz, to combat phase noise.
[image: ][image: ]
[bookmark: _Ref46870085]Figure 3: BLER for TDL-A with 5 ns and 10 ns with CPE compensation (performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively).
[image: ][image: ]
[bookmark: _Ref46870088]Figure 4: BLER for TDL-A with 5 ns and 10 ns with ICI compensation (performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively).

To assist selection of maximum channel bandwidth, we consider the following channel bandwidth in addition to those agreed in [7]:
· 400 MHz: 256 RBs @ 120 kHz SCS
· 800 MHz: 256 RBs @ 240 kHz SCS
· 1600 MHz: 256 RBs @ 480 kHz SCS
· 3200 MHz: 256 RBs @ 960 kHz SCS
The link performance of these different sub-carrier spacing + channel bandwidth combinations with CPE compensation is shown in Figure 5. The same general observation can be made on the negative performance impact of phase noise on smaller sub-carrier spacings particularly for higher MCSs when only CPE compensation is performed. However, as can be seen in the results with ICI compensation shown in Figure 6, there is negligible link performance difference between 240, 480 or 960 kHz SCS in the range of typical link adaptation target of 10% BLER. Therefore, there is no need to drastically increase SCS, e.g., to 960 kHz, to combat phase noise.
Comparing Figure 3 and Figure 4 as well as comparing Figure 5 and Figure 6, a further conclusion can be drawn that systems with smaller sub-carrier spacing equipped with simple ICI compensation can outperform systems with larger sub-carrier spacing equipped with only CPE compensation. It should also be emphasized that the outperformance applies not only to higher MCS but, in fact, across all three modulation orders.

[bookmark: _Toc47712018]Phase noise induced performance issues for the OFDM waveform in the 52.6 – 71 GHz frequency range can be effectively addressed with the Rel-15 PTRS structure and simple ICI compensation algorithms. Performance with SCS of 480, 240, and 120 kHz SCS with simple ICI compensation is on par or better than the performance with 960 kHz with CPE compensation only.

[image: ][image: ]
[bookmark: _Ref47352372]Figure 5: BLER for TDL-A with 5 ns and 10 ns with CPE compensation (performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively).
[image: ][image: ]
[bookmark: _Ref47033187]Figure 6: BLER for TDL-A with 5 ns and 10 ns with ICI compensation (performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively).

[bookmark: _Toc47530173][bookmark: _Toc46307394]3.1.2	CDL channel evaluation results for CP-OFDM
3.1.2.1	Importance of randomizing UE orientation
For evaluating the combined effects of phase noise and channel dispersion, the following link-level evaluation assumptions for the channel model were agreed in the previous meeting (see extract from [7] below). For the case of the CDL models, it was agreed to use at least the tables from 38.901 Section 7.7.1 without scaling/translating the AoA/AoD/ZoA/ZoD angle values to match a particular propagation environment. Scaling/translation of these angle values was listed as "FFS: modification of CDL-B/D model."
	Channel Model

	TDL model as defined in of TR38.901 Section 7.7.2:
- TDL-A (5ns, 10ns, DS) 
- optional DS for consideration: 20ns, 40ns, 60ns DS 

CDL model as defined in of TR38.901 Section 7.7.1:
- CDL-B (20ns, 50ns DS)
- CDL-D (20ns, 30ns DS) with K-factor = 10 dB
- optional DS for consideration: 100ns DS 

FFS: modification CDL-B/D model
(a) Indoor Office NLOS: CDL-B (20 ns DS), and Indoor Office LOS: CDL-D (20 ns DS)
· Use mean angular spread values from Table 7.5.6-Part2 (for ASD, ASA, and ZSA) and Table 7.5-10 (for ZSD)
· Use mean angles of CDL-B/D for desired mean angles as baseline (no angle translation)
· Note that the angular spread values in the table are quoted in log units
· Mean K-factor for CDL-D from Table 7.5.6-Part2 (9 dB)
(b) UMi – Street Canyon NLOS: CDL-B (50 ns DS), and UMi – Street Canyon LOS: CDL-D (30 ns)
· Use mean angular spread values from Table 7.5.6-Part1 (for ASD, ASA, and ZSA) and Table 7.5-8 (for ZSD).
· Use mean angles of CDL-B/D for desired mean angles as baseline (no angle translation)
· Note that the angular spread values in the table are quoted in log units
· Use mean K-factor for CDL-D from Table 7.5.6-Part1 (7 dB)
Note: Mean angular spread values are used as desired AS value to scale the ray angles as described in TR38.901 section 7.7.5.1. As baseline, the ray angles are not translated, meaning (TR38.901 section 7.7.5.1). If companies perform translation of the ray angles they are encouraged to report the details. The mean K-factor is used to scale the tap powers as described in TR38.901 section 7.7.6.

Note: for TDL/CDL model, the delay spread (DS) value mentioned is the delay spread scaling value (i.e. corresponding to normalized delay of 1.0).
Note2: Other models (either TDL or CDL) with DS values not listed are optional. 
Note3: Companies are encouraged to provide evaluation results with motivation/justification of simulated DS values.



Here we discuss the FFS item on scaling/translating the angle values and we demonstrate the importance of not only translating the mean angles, but also randomizing the translation. We point out that a fixed UE orientation with a random translation of the mean angles of arrival is equivalent to randomizing the UE orientation w.r.t. the gNB as would occur in a practical system. We show that if the mean angles are not randomized, it can lead to an underestimation of the post-beamforming delay spread, thus underestimating the required CP lengths.
Figure 7 shows the AoD (from the gNB) and the AoA (at the UE) corresponding to each of the clusters of the CDL-B model listed in Table 7.7.1-2 in 38.901 [8]. The power of each cluster is represented by the radial axis of each polar plot. The agreed antenna element patterns for gNB and UE (see [7]) are superimposed on each plot to indicate the relative orientation of gNB and UE. It is important to recognize that each cluster represented by a point in the polar plots corresponds to a different delay. The delays are illustrated in Figure 8.
It is important to emphasize that the clusters and corresponding delays shown in Figure 7 and Figure 8 are prior to application of beamforming. Thus, the actual set of observed delays post-beamforming depends on the selected gNB-UE beam pair. If the UE orientation is not randomized (equivalently, if the mean AoA is not randomized), roughly the same set of clusters will be illuminated during a simulation run since there will be little variation in the selected gNB-UE beam pair. Randomizing the UE orientation (equivalently, the mean AoA) during a simulation run ensures that there will be different selected beam pairs that illuminate different sets of clusters, resulting in different sets of observed delays post-beamforming. Our results show that such randomization affects the post-beamforming delay spread CDF which we believe results in more realistic modeling compared to a fixed UE orientation.
The CDF in Figure 9 shows the post beamforming RMS delay spreads over 1000 fading realizations of the CDL-B channel where for each fading realization, the mean AoAs are randomized as discussed above to emulate different relative gNB/UE orientations. Two approaches to emulating dual-panel operation are compared. The first approach consists of fixing the UE orientation to  and not opting to randomly translate the mean AoA. In this case, mean AoA attains its default value of . This setup can be interpreted as dual panel operation with UE (nearly) perfectly oriented towards the mean AoA. This is the static scenario illustrated in Figure 7.
In the second approach, the UE orientation is fixed to  but the mean AoA is drawn randomly from the range . Randomization only within a half plane is considered, since the two panels are symmetric about the axis of the UE, facing in opposite directions. Comparing the DS CDF curves for these two setups in Figure 9, one can see that without randomization of the angles (blue curves), the post-beamforming RMS delay spread is significantly less than with randomization (red curves). The danger in using static orientations is that in a real system where there are naturally random relative gNB-UE orientations, the delay spread will be underestimated leading to optimistic evaluation results.
Figure 9 also shows the DS CDF for the case of a single-panel UE with the mean AoA drawn randomly from the range  (black curves) and a random UE orientation drawn from the same range and uncorrelated with mean AoA This scenario is important to consider given that (1) a simple UE architecture may have only a single UE panel, or (2) even for a UE equipped with two panels, one of the panels may be blocked, e.g., by a hand, the body, or some other object in close vicinity of the UE. As can be seen, the single panel case leads to significantly larger delay spreads than the dual panel UE. 
[bookmark: _Toc47628662][bookmark: _Toc47629471][bookmark: _Toc47697540][bookmark: _Toc47697957][bookmark: _Toc47709974][bookmark: _Toc47710000][bookmark: _Toc47628663][bookmark: _Toc47629472][bookmark: _Toc47697541][bookmark: _Toc47697958][bookmark: _Toc47709975][bookmark: _Toc47710001][bookmark: _Toc47712019]Without proper randomization of the relative UE-gNB array orientations, the delay spread statistics can be substantially under-estimated.
[bookmark: _Toc47712020]A single panel UE, or a dual panel UE with one panel fully/partially blocked, experiences larger delay spreads than a dual panel UE without any blocking.

[bookmark: _Ref46322596][image: ]Figure 7: Default AoD and AoA values for the clusters in the CDL-B channel model.
[bookmark: _Ref47618887][image: ]Figure 8: Angular/delay profiles at BS (left) and UE (right) for the unscaled, untranslated CDL-B. Marker size proportional to path power. For exemplary purposes, the blue rectangular area illustrates the “field of vision” of one of the UE antenna panels oriented towards 90 degrees
[image: ]
[bookmark: _Ref46327724]Figure 9: Post beamforming RMS delay spreads for UMi CDL-B channel for different array sizes at the UE (2x2 and 4x4). 4x8 array is used at the gNB. Both fixed AoA (blue curves) and randomized AoA (red curves) are considered emulating random UE orientation w.r.t. to the gNB. The black curves correspond to a single panel UE with randomized AoA.

3.1.2.2	Link level evaluation results for CDL-B channel model
[bookmark: _Hlk47519755]The link results presented here correspond to the "modified CDL-B model" described in the link level evaluation assumptions (see [7]) with scaling/translation of the angles corresponding to both UMi and Indoor Office. On top of this, the mean angles of arrival are randomized as described in the previous section which produces the delay spread CDF (red curves) shown in Figure 9. As noted above, the system with smaller carrier bandwidths suffer from less ICI than the larger ones due to lower phase noise power aggregated over all RBs. Therefore, we can expect that the BLER corresponding to 960 kHz SCS with 160 PRBs (2000 MHz channel BW) is a bound on the performance when considering channel bandwidths of both 400 MHz (32 PRBs) and 2000 MHz channel BW. Hence, in the following we focus only on the 2000 MHz case for 960 kHz.
Figure 10 – Figure 13 consider 4 scenarios where for each one simple ICI compensation using a 3-tap de-ICI filter (i.e., u = 1) is used.
· UMi CDL-B, 4x8 gNB, 2x2 UE 
· Indoor Office CDL-B, 4x8 gNB, 2x2 UE
· UMi CDL-B, 8x16 gNB, 4x4 UE
· Indoor Office CDL-B, 8x16 gNB, 4x4 UE 
In all cases, with simple ICI compensation, the link performance for 480 kHz SCS is on par with that of 960 kHz, particularly in the range of typical link adaptation target of 10% BLER. Therefore, there is no need to drastically increase SCS, e.g., to 960 kHz, to combat phase noise.
[image: ]
[bookmark: _Ref47453506]Figure 10:BLER for UMi, CDL-B with 4x8 gNB and 2x2 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).

[image: ]
Figure 11: BLER for indoor office, CDL-B with 4x8 gNB and 2x2 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).

[image: ]
[bookmark: _Ref47453515]Figure 12: BLER for UMi, CDL-B with 8x16 gNB and 4x4 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).
[image: ]
[bookmark: _Ref47620501]Figure 13: BLER for indoor office, CDL-B with 8x16 gNB and 4x4 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).

3.1.2.3	Link level evaluation results for CDL-D channel model
The link results presented here correspond to the "modified CDL-D model" described in the link level evaluation assumptions (see [7]) with scaling/translation of the angles and the K-factor corresponding to both UMi and Indoor Office. On top of this, the mean angles of arrival are randomized as described in Section 3.1.2.1. Figure 14 – Figure 17 consider 4 scenarios where for each one simple ICI compensation using a 3-tap de-ICI filter (i.e., u=1) is used.
· UMi CDL-D, 4x8 gNB, 2x2 UE 
· Indoor Office CDL-D, 4x8 gNB, 2x2 UE
· UMi CDL-D, 8x16 gNB, 4x4 UE
· Indoor Office CDL-D, 8x16 gNB, 4x4 UE 
Given the nature of the LOS channels and the availability of two UE panels to select for reception, there is generally no observable performance degradation due to excessive delay spreads for sub-carrier spacing up to 960 kHz. In all cases, simple ICI compensation procedure results in the link performance of smaller sub-carrier spacings to be on par with that of the larger sub-carrier spacings. Therefore, there is no need to drastically increase SCS, e.g., to 960 kHz, to combat phase noise.
[image: ]
[bookmark: _Ref47535295]Figure 14: BLER for UMi, CDL-D with 4x8 gNB and 2x2 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).
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[bookmark: _Ref47535338]Figure 15: BLER for indoor office, CDL-D with 4x8 gNB and 2x2 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).
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[bookmark: _Ref47535304]Figure 16: BLER for UMi, CDL-D with 8x16 gNB and 4x4 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).
	
[image: ]
[bookmark: _Ref47535346]Figure 17: BLER for indoor office, CDL-D with 8x16 gNB and 4x4 UE arrays per polarization (performance results for MCS7, MCS 16 and MCS 22 are plotted with red, black, and blue curves, respectively).

[bookmark: _Toc46307396][bookmark: _Toc47530174]3.1.3	Link level evaluation results for DFTS-OFDM
For DFT-s-OFDM, PTRS samples are mapped before the DFT operation (subsampled time domain) which enable full phase noise estimation and compensation using interpolation in time domain. For DFT-s-OFDM evaluation, we consider PT-RS configuration with Ng = 8, Ns = 4, L = 1. Our results demonstrate that the Rel-15 PTRS design address phase noise issues for all considered sub-carrier spacings in the 52.6 – 71 GHz frequency range. Therefore, it is not necessary to drastically increase the SCS e.g., to 960 kHz, for the purposes of combating phase noise.

[bookmark: _Toc47712021]Phase noise induced performance issues for the DFT-s-OFDM waveform in the 52.6 – 71 GHz frequency range can be addressed with the Rel-15 uplink PTRS structure and currently supported SCS values, e.g., 120 kHz.

 [image: ][image: ]
Figure 18: BLER for TDL-A with 5 ns and 10 ns (performance results for MCS 7, MCS 16, and MCS 22 are plotted with red, black, and blue curves, respectively).

[bookmark: _Toc46307397][bookmark: _Toc47530175]3.2	Cyclic prefix lengths and applicable operation environment sizes
With a larger sub-carrier spacing, the OFDM symbol duration and the associated cyclic prefix (CP) duration become shorter. As shown in Figure 19, the normal CP lengths are reduced from 586 ns for 120 kHz SCS to 73 ns or shorter for 960 kHz or higher SCS. Such short CP lengths present serious link performance and hence operation environment size limitation to the NR operation in the 52.6 – 71 GHz frequency range. Note that, in addition to the inter-symbol interference issues discussed above, short CP lengths can pose serious challenges from a time synchronization perspective (see next section).
[bookmark: _Ref39485433]Figure 19: Normal CP durations for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920
	Overhead

	NCP duration [ns]
	585.9
	293.0
	146.5
	73.2
	36.6
	6.7%



An important aspect to consider in choosing an appropriate sub-carrier spacing value for the 52.6 – 71 GHz frequency range is the probability of line-of-sign (LOS) propagation for a given deployment. For system level evaluation, two dense urban scenarios have been agreed with Scenario B being the primary outdoor scenario to consider [7]. Briefly, the two scenarios are characterized as follows:
· Scenario A
· Hexagonal grid with 3 sectors per site and 7 sites with ISD = 150 m
· FFS: Reduction to ISD = 100 m
· 7 "Macro BS" shown with blue stars (only for low band) in Figure 20
· 3-sector micro BS co-located at each site location (for high band, i.e., 52.6 – 71 GHz)
· 7 micro BS shown with red stars (overlaps blue stars) in Figure 20
[image: ]
[bookmark: _Ref47446497]Figure 20: Scenario A, 7 sites, ISD = 100 m.
· Scenario B
· Hexagonal grid with 3 sectors per site and 7 sites with ISD = 100 m
· 7 "Macro" BS shown with blue stars (only for lowband) in Figure 21
· 2 pico BS randomly located per hexagon (for high band, i.e., 52.6 – 71 GHz)
· 42 pico BS shown with red squares in Figure 21
[image: ]
[bookmark: _Ref47446519]Figure 21: Scenario B, 7 sites, ISD = 100 m
While both scenarios are classified as "dense urban," clearly Scenario B has a higher site density than Scenario A (42 sites vs. 7). Using the agreed system level evaluation settings, we have found that the probability that any given user experiences line-of-sight (LOS) propagation conditions on its serving link is extremely high for Scenario B (~99%). The reason for the high LOS probability is that due to the dense deployment, the UE-to-gNB distance for a given candidate link is relatively small, leading to a relatively high LOS probability p for that link. Moreover, the UE has several gNBs from which to choose from in its cell selection process. Since the LOS probability is roughly independent for each candidate link, the overall probability that the chosen serving link is LOS can be much larger than p.
While it is understandable that Scenario B shows such a high LOS probability, it is important to recognize that this is only one potential deployment amongst a many. It is important to consider deployments with a range of site densities leading to lower LOS probabilities. We observe that there is an inverse correlation of the RMS delay spread with the LOS probability. Since the RMS delay spread is such an important parameter used to select a suitable SCS for 60 GHz operations, it is important to investigate what values can be expected from deployments that have a less extreme values of LOS probability than Scenario B.

[bookmark: _Toc47712022]RMS delay spread is inversely proportional to LOS probability, i.e., lower LOS probabilities translate to larger RMS delay spreads.

To investigate this, Figure 22 shows the CDF of RMS delay spread obtained from system simulation for several different deployments with different site densities: Scenario B with 42 pico sites and 100 m ISD, Scenario A with 7 micro sites and 100/150 m ISD, and Scenario A with only a single micro site (ISD = 100 m). The single site example is representative, for example, of an initial deployment with a relatively sparse site placement where there is little inter-cell interference, i.e., isolated cells. UEs with both dual antenna panel and single antenna panel are considered. The later is applicable, for example, for a simple/low cost UE architecture and/or for a dual panel when one of the panels is blocked by a hand, body, or other object in the vicinity.The CDFs in Figure 22 are generated considering all drops of all users in all cells of the system. Table 1 lists the corresponding LOS probability for the serving link and the median/90th percentile RMS delay spreads from Figure 22. The scenarios in the table are listed in order of decreasing site density.
[image: ]
[bookmark: _Ref47371861]Figure 22: CDF of post-beamforming RMS delay spread based on system level evaluation assumptions for different deployment scenarios. The antenna array sizes are 4x8 at the gNB and 2x2 at the UE. Solid  (-) lines: Dual panel UE; Dashed lines (--): Single panel UE.

[bookmark: _Ref47373236]Table 1: LOS probability and RMS delay spread for several different outdoor deployments in order of decreasing site density. Results for both dual panel and single panel UEs are tabulated.
	Scenario
	LOS Probability
for Serving Link
	Median
RMS Delay Spread (ns)
	90th Percentile
RMS Delay Spread (ns)

	
	Dual Panel
	Single Panel
	Dual Panel
	Single Panel
	Dual Panel
	Single Panel

	Scenario B
42 Pico Sites
100 m ISD
	99%
	98%
	0.30
	0.41
	3.7
	4.8

	Scenario A
7 Micro Sites
100 m ISD
	89%
	86%
	1.0
	1.9
	19
	38

	Scenario A
7 Micro Sites
150 m ISD
	74%
	75%
	1.6
	3.8
	29
	56

	Scenario A
1 Micro Site
100 m ISD
	72%
	73%
	1.7
	2.7
	36
	52



Clearly, as the LOS probability decreases, the RMS delay spread increases illustrating the inverse correlation. In all but the extreme case of 99% LOS probability, the RMS delay spread distributions have long tails. Indeed, there is a significant dependence of the 90th percentile on the LOS probability. For the extreme case of 99% LOS probability, the 90th percentile RMS delay spread is quite small (3.7/4.8 ns for dual/single panel UEs) due to the high density of micro cells. However, for other deployment scenarios with lower site densities, the range of 90th percentile RMS delay spreads is 20 to 35 ns for a dual panel UE. These values are similar to what is observed for the modified CDL-B channel model for UMi (when randomizing the UE orientation) for the case of dual panel UEs – see red curves in Figure 9 in Section 3.1.2. For a single panel UE, the 90th percentile RMS delay spreads are quite a bit larger than dual panel (range of 38 to 56 ns). While not quite as large as those observed for the CDL-B model in Figure 9, the results in both cases indicate that a single panel UE or dual panel UEs in which one of the panels is blocked, the 90th percentile delay spread is significantly larger than for dual panel UEs. 
[bookmark: _Toc47697546][bookmark: _Toc47697963][bookmark: _Toc47709980][bookmark: _Toc47710006][bookmark: _Toc47712023]Outdoor Scenario B has an extremely high LOS probability (~99%) which leads to a very small value of 90th percentile post-beamforming RMS delay spread (3.7 ns). 
These results indicate that depending on the site density and the number of UE antenna panels, potentially with blocking, the 90th percentile RMS delay spread ranges from very low values of a few ns up to 56 ns. For the selection of appropriate SCS, typically one compares the RMS delay spread to the CP duration as a 1st order assessment of whether or not ISI can be a problem. It is important to recognize that one must take into account the higher percentiles (e.g., 90th percentile) in this assessment, since those will affect performance, particularly for higher order modulation formats. In addition, it is important to account for the fact that the instantaneous delay spread for a particular channel realization can be significantly greater than the RMS value.
For example, consider 960 kHz SCS for which the CP duration is 73 ns. If the RMS delay spread is up to 56 ns as observed above, and one considers instantaneous values that are larger, there will be a non-negligible probability that the delay spread exceeds the CP duration causing a degradation due to ISI. Even if the RMS delay spread is only a few tens of ns, this leaves very little margin for other practical impairments, e.g., errors in time synchronization (see next section). We point out that the link level simulation results for CDL-B shown in Section 3.1.2.2 consider 90th percentile RMS delay spreads only up to 35 ns or so. While we show that ISI does not start to affect the 64-QAM results for 960 kHz SCS, the margin for time synchronization errors is almost zero.
These observations clearly demonstrate that it is important to perform link level evaluations with 90th percentile post-beamforming RMS delay spreads that are large enough to cover a suitable range of deployment scenarios other than just Outdoor Scenario B. It would be dangerous to make SCS selections based on such an extreme case. Moreover, the SCS selection must account not only for suitable delay spread, but must leave sufficient margin for various sources of time synchronization error.
[bookmark: _Toc47697965][bookmark: _Toc47709982][bookmark: _Toc47710008][bookmark: _Toc47697966][bookmark: _Toc47709983][bookmark: _Toc47710009][bookmark: _Toc47712024]For selection of suitable SCS for the 52.6 – 71 GHz frequency range, it is important to perform link level evaluations with 90th percentile RMS delay spreads that are representative of a suitable range of deployment scenarios with different site densities, e.g., up to several tens of ns. Sufficient margin must also be left for other sources of time synchronization error.
[bookmark: _Toc47530176]3.3	Frequency and timing estimation tolerance issues
In this section we discuss the effects and estimation of time and frequency errors and its implications on the choice of sub-carrier spacing.
Frequency errors have two effects on an OFDM waveform; a phase shift between symbols and mixing of subcarrier components of the received signal (ICI). Both these effects scale as , where  is the absolute frequency error and SCS is the subcarrier spacing. 
Frequency errors are usually estimated by measuring the phase shift between symbols. Since the time difference between two symbols scales inversely with the SCS, the phase shift scales as . Due to the wrap around at ±180 degrees, only frequency errors up to a certain maximum value can be estimated unambiguously, i.e. the estimator has maximum capture range that depends on . The accuracy of the estimator depends on the ratio of the phase shift between two symbols and the noise. Because the phase shift scales as  , so does the accuracy. In other words, for a fixed relative error   of x%, a system with a lower SCS tolerates a lower absolute frequency error  in Hz.
Clearly, it is the ratio of the frequency error  compared to the SCS that matters. There are several sources of frequency errors, e.g. inter-gNB frequency accuracy, UE initial frequency accuracy, UE frequency drift and Doppler shift, all which scales with the carrier frequency. Thus, to keep the ratio  similar at different carrier frequencies, the SCS needs to scale accordingly. Keeping this in mind, we can compute the SCS at 60 GHz that would give the same ratio as for some typical carrier frequency and SCS combinations.
Figure 23: SCS vs carrier frequency
	SSB SCS
	Carrier Frequency
	
	SCS
	Carrier Frequency

	15 kHz
	2 GHz
	ó
	450 kHz
	60 GHz

	30 kHz
	5 GHz
	ó
	360 kHz
	60 GHz

	120 kHz
	28 GHz
	ó
	258 kHz
	60 GHz



Based on this simple exercise we can conclude that from a frequency error perspective, a SCS of either 240 kHz or 480 kHz seems reasonable for a 60 GHz carrier frequency. As mentioned above, both the estimation- accuracy and capture range scale inversely with the SCS, i.e. a system with a smaller SCS tolerates a smaller absolute error and has a smaller absolute capture range assuming a fixed relative error of x%. Thus, there is no issue with estimating the frequency error based on a signal with smaller SCS (e.g. the SSB) and applying the correction to receive or transmit a signal with a higher SCS (DL/UL data channels). That is, having a higher SCS for data channels compared to the SSB poses no problem from a frequency error point of view.

[bookmark: _Toc47712025]From a frequency error perspective, an SSB SCS of either 240 kHz or 480 kHz seems reasonable for a 60 GHz carrier frequency. 

Another use of the SSB is for timing estimation. In general, the timing estimation error scales as 1/BW, i.e. for a fixed number of sub-carriers, the error scales as 1/SCS. This means the timing estimation error is larger if it is based on a signal with smaller SCS (given that the number of sub-carriers is the same). Apart from being used for DL reception, the UE’s timing estimation ability also affects the UL. This is reflected in that RAN4 enforces UL timing accuracy requirements on the UE. For example, 38.133 defines requirements on the UE initial transmission timing error in Table 7.1.2-1. To put the timing error into perspective let’s augment the table with two columns for percent of 1/SCSSSB and percent of UL CP. 
Figure 24: Current initial UL timing error requirements
	Frequency Range
	SCS of SSB signals (kHz)
	SCS of UL signals (kHz)
	Te 
(Ts=64Tc)
	Percent of 
1/SCSSSB
	Percent of 
UL CP

	1
	15
	15
	12
	0.6 %
	8 %

	
	
	30
	10
	0.5 %
	14 %

	
	
	60
	10
	0.5 %
	28 %

	
	30
	15
	8
	0.8 %
	6 %

	
	
	30
	8
	0.8 %
	11 %

	
	
	60
	7
	0.7 %
	19 %

	2
	120
	60
	3.5
	1.4 %
	10 %

	
	
	120
	3.5
	1.4 %
	19 %

	
	240
	60
	3
	2.3 %
	8 %

	
	
	120
	3
	2.3 %
	17 %



From the table we can make the following observations: 
· For FR1, the timing error requirement Te scales with 1/SCSSSB as expected, but this is not the case for FR2. 
· The error is in general below 20% of the UL CP, except for the case of 15kHz SSB and 60kHz UL.
· The error is always larger than 0.5% of 1/SCSSSB  
According to our understanding, the reason that the timing error requirement Te doesn’t scale for FR2 is that due to UE internal interfaces there are limits on how accurately the UL timing can be set. For FR2, this limit dominates over the UE’s ability to estimate the timing, thus the error saturates at around 3 Ts.
Next we try to extrapolate the requirements to the 52.6-71 GHz range under the assumption that the error should be less than 20% of the UL CP.
Figure 25: Extrapolated initial UL timing error requirements
	Frequency Range 
	SCS of SSB signals (kHz)
	SCS of uplink signals (kHz)
	Te 
(Ts=64Tc)
	Percent of 
1/SCSSSB
	Percent of 
UL CP

	52.6-71 GHz
	120
	240
	1.8
	0.7 %
	20 %

	
	
	480
	0.9
	0.4 %
	20 %

	
	
	960
	0.5
	0.2 %
	20 %

	
	240
	240
	1.8
	1.4 %
	20 %

	
	
	480
	0.9
	0.7 %
	20 %

	
	
	960
	0.5
	0.4 %
	20 %

	
	480
	240
	1.8
	2.8 %
	20 %

	
	
	480
	0.9
	1.4 %
	20 %

	
	
	960
	0.5
	0.7 %
	20 %

	
	960
	240
	1.8
	5.6 %
	20 %

	
	
	480
	0.9
	2.8 %
	20 %

	
	
	960
	0.5
	1.4 %
	20 %



Based on this extrapolation exercise, we can observe that the required absolute error Te, is much lower than the minimum 3Ts for FR2. In addition, the requirement becomes tighter as the UL SCS increases. We can also observe that to keep the error as percent of 1/SCSSSB above the minimum in current specifications (0.5%), the UL SCS cannot be more than twice that of the SSB SCS.
[bookmark: _GoBack]In addition, it should be noted that the CP also needs to cater for other UL timing errors such as timing advance-adjustment accuracy and resolution, which also need to scale with the UL SCS. This is further elaborated in our RAN4 contribution [16].

[bookmark: _Toc47712026]A higher UL SCS puts tighter requirements on UE UL timing accuracy. To avoid further tightening the UE requirement on UL timing error in relation to 1/SCSSSB compared to current specifications, the UL SCS should not be more than twice that of the SSB SCS. This motivates selection of UL SCS to be no greater than 480 kHz assuming the maximum SSB SCS of 240 kHz in the spec today.

[bookmark: _Toc47530177][bookmark: _Toc46307398]3.4	Coverage and applicable deployment scenarios
With a larger SCS, the OFDM symbol duration becomes shorter which limits the accumulation of signal energy due to the shorter durations. As a result, link budget and coverage can become severely compromised.
Figure 26: Slot duration for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920

	Slot duration [μs]
	125
	62.5
	31.25
	15.63
	7.81



Taking PDCCH carrying, say, 72 bits as an example. With a CORESET of three OS in duration, this PDCCH represents a 11 Mbps link with 480 kHz SCS. The same PDCCH becomes 21 and 42 Mbps links for 960 and 1920 kHz SCS, respectively. At the low SINR coverage limit regime, transmission rate is directly proportional to the operating SINR. Hence, PDCCH coverage with the 960 and 1920 kHz SCS are 3 and 6 dB worse than that with 480 kHz SCS. Similar coverage shortages for other fixed payload size signals (such as PSS/SSS/PBCH, PRACH, PUCCH, paging, msg2) with larger SCSs can be concluded as shown in the above analysis.
For variable payload size channels such as the PDSCH and the PUSCH, the importance of coherent accumulation duration can be appreciated by considering the signal-to-ISI ratios (SIR). To this end, denote the received tap powers and delays by  and the start of CP window by . In Figure 27, we illustrate the differently delayed received versions of OFDM symbols X-1, X and X+1. It can be seen that, when a signal arrives before the start of the CP window , part of symbol X+1 enters the FFT window of symbol X causing ISI. At the same time, part of the transmitted signal for symbol X is discarded resulting in loss of orthogonality. Similarly, when a signal arrives after the end of the CP window , part of symbol X-1 enters the FFT window of symbol X causing ISI and loss of orthogonality.
[image: ]
[bookmark: _Ref46309766]Figure 27: Analysis of inter-symbol interferences from symbol X-1 and X+1 to and loss of orthogonality in symbol X.
The ratio of energy received in the receive window of symbol X and originating from symbol X to the energy originating from symbol X-1 and X+1 but received in the receiver window of symbol X due to excessive time dispersion can then be approximated by [9]:

where  is the OFDM symbol duration. The ISI integration duration, , is given by

where  is the CP duration. The first term of  is non-zero if the tap is early and the second term is non-zero if the tap is late (taking CP duration into account). As noted above, the factor of two in the denominator is to account for the loss of orthogonality between subcarriers caused by an impulse response not being fully contained in the CP as the effect of such long impulse response on the actual OFDM symbol cannot be expressed as a cyclic convolution.
It can be observed from the SIR formula, given the same received power, the numerator is directly proportional to the OFDM symbol duration. Therefore, SIR can still be severely limited by short OFDM symbol duration associated with large SCSs even if the amount of the ISI remains the same. This pertains to the cases where extended CPs are used in conjunction with larger SCS to mitigate the amount of ISI. As tabulated in Figure 28, the durations of the extended CPs for the 960 and 1920 kHz SCS can be made to be similar or even longer than that for the 480 kHz SCS. However, what matters at the end for the link and system performance is the SIR which depends not only on the amount of accumulated ISI energy but also the amount of accumulated signal energy. 
[bookmark: _Ref39582754][bookmark: _Ref39582747]Figure 28: Extended CP durations for different sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920
	Overhead

	ECP duration [ns]
	2083.3
	1041.7
	520.8
	260.4
	130.2
	20%



Furthermore, data rates are reduced by 15% because of the higher overhead introduced by using extended CP. More specifically, higher MCS will need to be used in conjunction with ECP to achieve the same data rate as with NCP. Let  and denote the allocated # of OS and code rate for NCP, respectively. Assuming one DMRS OS, the code rate for ECP should be raised to . For the example of , NCP MCS16 achieves higher data rate than ECP MCS19 (64QAM). NCP MCS22 achieves similar data rate as ECP MCS25.

[bookmark: _Toc47712039]Extended CP need not be considered for NR operation in 52.6 to 71 GHz.

[bookmark: _Toc46307400][bookmark: _Toc47530178]3.5	Processing time issues
With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider first the UE PDSCH processing time, , specified in Section 5.3 of [10]. For 120 kHz SCS for FR2 operations, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



It can be observed that the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology (see exponential fitting discussed below). Consider next the UE PUSCH processing time, , specified in Section 6.4 of [10] and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. 
Table 6.4-1: PUSCH preparation time for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



For the system level simulations, it was agreed that “UE processing timeline in microseconds are assumed to be same as 120 kHz SCS PDSCH/PUSCH processing latency.” Using the front loaded DMRS case as an example, the latency of 20 OSs in 120 kHz SCS numerology translates into 40, 80, 160 and 320 OSs in 240, 480, 960 and 1920 kHz SCS numerologies. That is, take 960 kHz SCS used in the system level simulations as an example, the simulation assumptions allow more than 10 slots before the UE can send back the HARQ-ACK result. Worse yet, it allows more than 20 slots for the UE to prepare a scheduled PUSCH. With these values, the grant delay (grant transmission + processing + PUSCH preparation) induce more than 50% protocol latency overhead for scheduled UL transmissions [3]. Such large L1 latencies are clearly not compatible with designing high performance NR operation in the 52.6 to 71 GHz range for a wide range of important use cases including, e.g., factory automation and industrial IoT applications.

[bookmark: _Toc47712040]UE processing timelines for SCS > 120 kHz need to be further tightened vis-à-vis those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz. 

As a first step to start the processing timeline discussion, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated by 

which increases exponentially with the numerology as mentioned above. The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. As tabulated in Figure 29, the benchmark for PDSCH decoding time for 480 kHz SCS should be around 37 OSs rather than 80 OSs. For 960 kHz SCS, the benchmark should be around 50 OSs rather than 160 OSs.
[bookmark: _Ref46406873]Figure 29: Extrapolated PDSCH processing time for front loaded DMRS case
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960
	1920

	N1 [OS]
	8
	10
	17
	20
	
	
	
	

	Estimate [OS]
	8
	11
	15
	20
	27
	37
	50
	68

	Estimate [μs]
	571
	388
	263
	179
	121
	82
	56
	38



The Rel-15 PUSCH scheduling latency can be similarly fitted to a simple formula. The PUSCH preparation time  for numerology  in terms of the number of OS in the respective numerology can be approximated by

As tabulated in Figure 30, the benchmark for PUSCH preparation time for 480 kHz SCS should be less than 7 slots. For 960 kHz SCS, the benchmark should be around 10 slots rather than 20 slots.
[bookmark: _Ref46407328]Figure 30: Extrapolated PUSCH preparation time
	SCS [kHz]
	15
	30
	60
	120
	240
	480
	960
	1920

	N2 [OS]
	10
	12
	23
	36
	
	
	
	

	Estimate [OS]
	9
	14
	23
	36
	57
	91
	144
	229

	Estimate [μs]
	643
	510
	405
	321
	255
	202
	161
	128



These processing latencies, in terms of number of symbols/slots, for the large SCSs far exceed those in Rel-15, whose low latencies guide the hardware and software implementations of the gNBs and UEs. Furthermore, comparing the system design and implementation differences between LTE-LAA and NR-U, it becomes rather clear that the low NR latencies in HARQ feedback and PUSCH scheduling present significant advantages in the unlicensed band operations. One of the main advantages of operating in 60GHz spectrum is the large bandwidth that can be utilized. However, with the very limited number of HARQ processes and large processing delays, the system performance can be quite restricted. To deal with such large increase in processing latencies, parts of the software and hardware implementations need to be revisited or even replaced. 

[bookmark: _Toc47712027]The times provisioned for UE processing grow exponentially with the numerology. Large processing latencies restrict the achievable throughputs, defeating the purpose of enabling large bandwidths with large sub-carrier spacings.

In the 3GPP numerology, an RB expands in the frequency domain in the same proportion as it shrinks in the time domain. As a result, given the same number of RBs in a serving cell, the sizes of MAC layer buffering (more specifically soft buffer) can be kept constant if the protocol loops in terms of slots can be kept constant. However, as discuss in the above, UE processing latency is expected to grow exponentially with the numerology. Consequently, a large sub-carrier spacing will lead to larger MAC layer buffering requirements, which will negatively impact UE implementation costs.

[bookmark: _Toc47712028]Very larger sub-carrier spacing will induce excessive MAC buffering requirements and causes higher UE implementation costs.

Consider further the UE PDCCH processing capabilities specified in Section 10.1 of [11] in terms of number of blind decodes in Table 10.1-2 and number of CCEs in Table 10.1-3. For both sets of PDCCH processing capabilities, the quantities shrink exponentially with the numerologies. Extrapolating from these numbers, there are then doubts on whether the UE operating with a SCS such as 960 kHz SCS can support even one AL-16 PDCCH or the default number of candidates for monitoring the Type0A-PDCCH CSS specified in Table 10.1-1.
Table 10.1-2: Maximum number [image: ] of monitored PDCCH candidates per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of monitored PDCCH candidates per slot and per serving cell [image: ]

	0
	44

	1
	36

	2
	22

	3
	20



Table 10.1-3: Maximum number [image: ] of non-overlapped CCEs per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of non-overlapped CCEs per slot and per serving cell [image: ]

	0
	56

	1
	56

	2
	48

	3
	32



Table 10.1-1: CCE aggregation levels and maximum number of PDCCH candidates per CCE aggregation level for CSS sets configured by searchSpaceSIB1
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	1



In summary, the expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors that should be an integral part of selecting the suitable SCS for NR operations in the 52.6 – 71 GHz frequency range. Clearly, if large SCS is to be supported, there can be a large cost in terms of specification and implementation changes compared to Rel-15. This puts pressure on selecting the SCS for the 52.6 – 71 GHz to be as low as practically possible, preferably leveraging existing SCS in the current spec (<= 480 kHz). The processing latency and capability issues raised in this section should be extensively discussed already during the SI phase and cannot be deferred until the WI phase:
· PDSCH/PUSCH processing capability (i.e., N1 and N2)
· Minimum scheduling offsets (e.g., K0min/K2min) and aperiodic CSI-RS/SRS triggering offsets
· Maximum number of HARQ processes
· Dynamic SFI and SPS/CG cancellation timing
· Minimum time gap for wake-up and SCell dormancy indication (DCI format 2_6)
· BWP switch delay
· Multi-beam operation timing (timeDurationForQCL, beamSwitchTiming, beam switch gap, etc.)
· Aperiodic CSI computation delay (i.e., Z and Z’)

[bookmark: _Toc47712041]The expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors that should be an integral part of selecting the suitable SCS for NR operations in the 52.6 – 71 GHz frequency range already during the SI phase and cannot be deferred until the WI phase. Clearly, such issues put pressure to define SCS(s) as low as possible preferably leveraging existing SCS(s) in the current spec, i.e., ≤480 kHz.

[bookmark: _Toc46307401][bookmark: _Toc47530179]4	Potential changes for NR operations in 52.6 to 71 GHz
[bookmark: _Toc46307402][bookmark: _Toc47530180][bookmark: _Hlk47424515][bookmark: _Hlk46398776]4.1	Initial access signals/channels and procedures
[bookmark: _Toc46307403]Discovery Burst Transmission Window
For NR-U in the 5/6 GHz band, allowing the SS/PBCH blocks to slide within the discovery burst transmission window due to LBT outcome is an optimization. At low-to-moderate loads – the preferred operating point of the system – and/or in controlled environments, a large fraction of the time, sliding is not needed. Furthermore, occasional dropping of an SS/PBCH block to LBT failure is not disastrous to system performance.
In the 52.6 – 71 GHz band, the need for sliding within a window is even less since LBT failure is rare. First of all, LBT is not a requirement in all regulatory regions or bands. Even for regions/bands where LBT is required (e.g., c1 band according to CEPT), the LBT threshold is much higher than for the 5/6 GHz band. System simulation results (see [3]) show that the system performance without LBT is on par, or even better, than with LBT. This can be explained by the fact that the inherent use of narrow beams and the large path loss significantly reduces the probability of interference. For these reasons, it is not necessary to optimize the SS/PBCH transmission/reception mechanism by introduction of a transmission window.

[bookmark: _Toc47712042]Do not design for SS/PBCH block sliding within a transmission window for >52.6 GHz operation.

SS/PBCH + Type0-PDCCH Design
NR Rel-15/16 supports time/frequency designs for the 120 and 240 kHz SS/PBCH blocks as well as the associated SS/PBCH / CORESET0 multiplexing patterns (Patterns 1, 2, and 3). Since the SS/PBCH is fundamental to system operation and plays a key part of determining cell coverage, it is preferable to reuse existing designs as much as possible, including the already defined subcarrier spacings. If larger SCSs are needed for other signals/channels that can be considered separately. Our preference is to avoid increasing the SCS of SS/PBCH block to maintain the coverage potential of the existing design.

[bookmark: _Toc47712043]For NR operations in the 52.6 – 71 GHz band, consider only 120 and 240 kHz SCS for SS/PBCH blocks, as already supported in Rel-15/16.
[bookmark: _Toc47712044]Consider reusing the SS/PBCH / CORSET0 multiplexing patterns as much as possible. If minor, targeted, enhancements to particular pattern(s) are beneficial, these can be considered.

Considering existing SS/PBCH / CORESET0 multiplexing patterns 2 and 3, it can be seen that they are restricted to very small RMSI payloads due to the small number of available OFDM symbols for RMSI PDSCH. Figure 31 shows two 120 kHz slots of an exemplary configuration of SS/PBCH, Type-0 PDCCH monitoring occasions, and PDSCH carrying SIB1 (RMSI). The pattern repeats in subsequent slots up to 64 SS/PBCH blocks. This example is based on multiplexing Pattern 2 with 240 kHz SCS for SS/PBCH blocks and 120 kHz SCS for Type0-PDCCH and RMSI PDSCH. Within the time duration of one 120 kHz slot, four SS/PBCH blocks may be transmitted as well as the QCL'd Type0-PDCCH and RMSI PDSCH. However, only 2 OFDM symbols are available for RMSI PDSCH which limits the RMSI payload. A similar limitation occurs for Pattern 3.

[bookmark: _Toc47712029]SS/PBCH / CORESET0 multiplexing patterns 2 and 3 are restricted to very small RMSI payloads due to the small number (2) of available OFDM symbols for RMSI PDSCH.

[image: ]
[bookmark: _Ref46492683]Figure 31: Example configuration based on SS/PBCH / CORESET0 multiplexing Pattern 2 (two 120 kHz slots are shown). SS/PBCH is configured with 240 kHz SCS and Type0-PDCCH + RMSI PDSCH are configured with 120 kHz SCS.
In order to carry practical RMSI payloads (e.g., on the order of 700 bits), Pattern 1 is less restrictive due to the fact that Type0-PDCCH / RMSI PDSCH are time division multiplexed with SS/PBCH instead of frequency division multiplexed. In fact, if the offset O in 38.213 Table 13-12 is chosen to be non-zero, Type0-PDCCH + RMSI PDSCH can be configured to occupy separate slots not containing SS/PBCH block(s)s. With the existing Default SLIV Table A in 38.214, RMSI PDSCH can be configured to start at OFDM symbols 2 and 6 with length = 4. This doubles the RMSI payload compared to Pattern 2 shown in Figure 31.

[bookmark: _Toc47712030]SS/PBCH / CORESET0 multiplexing pattern 1, especially with non-zero offset O for the Type0-PDCCH monitoring occasions, is much less restrictive in terms of allowable RMSI payload due to the fact that SS/PBCH and RMSI PDCCH/PDSCH are time division multiplexed.


[image: ]
[bookmark: _Ref46494812]Figure 32: Example configuration based on SS/PBCH / CORESET0 multiplexing Pattern 1 (two 120 kHz slots are shown). The SS/PBCH is configuration follows the same pattern as shown in Figure 31 (240 kHz SCS). The Type0-PDCCH + RMSI PDSCH are configured with 120 kHz SCS and occupy separate slots due to configuration of non-zero offset O = 2.5.
As can be seen in Figure 32, there are still 4 symbols available at the end of each slot. If L = 4 OFDM symbols x 48 PRBs is still not sufficient to carry practical RMSI payloads one beneficial enhancement would be to allow an L = 6 PDSCH starting at OFDM symbols 2 and 8 in Default SLIV Table A which would make full use of the entire slot, increasing the allowable RMSI payload by 50%. With this enhancement, the resources available for RMSI would be similar to that specified for NR-U in Rel-16.
Figure 32 also indicates that the number of 120 kHz slots required to transmit SIB1 for all 64 beams is 32 (two Type0-PDCCH monitoring occasions / slot). This translates to 4 ms. While Rel-16 supports Pattern 1 with (240 kHz, 120 kHz) SCS, it seems straight forward to support (240 kHz, 240 kHz) with only minor enhancements. Allowing 240 kHz for Type0-PDCCH + RMSI PDSCH reduces the absolute time required to sweep up to 64 beams by 50%, and thus seems beneficial. Moreover, it allows SS/PBCH blocks and RMSI to operate with the same numerology, thus simplifying operation.
[bookmark: _Toc46497819]
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[bookmark: _Toc46307404][bookmark: _Toc47530181]4.2	UL signals and channels
To facilitate coexistence between nodes in unlicensed spectrum, many regulations put requirements on EIRP limits, or PSD requirements. These regulations are different from one region to another. Below we list requirements for some of the regions: 
[bookmark: _Ref46247202]Table 2: FCC and CEPT regulatory requirements for frequency between 57GHz and 71GHz that are available for fixed and mobile use
	Regulations 
	Frequency Band [GHz]
	PSD
	EIRP
	Maximum occupied bandwidth
	Purpose/Node Placement requirements

	CEPT
	c1
	57-71 
	23 dBm/MHz 
	40 dBm
	








No specified requirements.

	Fixed outdoor installations are not allowed.

	
	c2
	57-71 
	23 dBm/MHz
	40 dBm, maximum transmit power of 27 dBm at the antenna port or ports
	
	

	
	c3
	57-71 
	38 dBm/MHz 
	55 dBm, transmit antenna gain ≥ 30 dBi
	
	Applies only to fixed outdoor installations.

	FCC
	57 – 71
	





No specified requirements.

	Max avg, EIRP 40dBm
Max peak EIRP 43dBm
If emission-BW is less than 100 MHz, max peak conducted output power is {500mW × emission-BW / 100MHz} 
Otherwise, max peak conducted output power is 500mW
	
	Equipment other than fixed outdoor.


	
	57 – 71
	
	Max avg. EIRP (82 – 2N) dBm
Max peak EIRP (85 – 2N) dBm.
N = max(0, 51 dBi – antenna-gain)
If emission-BW is less than 100 MHz, max peak conducted output power is {500mW × emission-BW / 100MHz} 
Otherwise, max peak conducted output power is 500mW
	
	Fixed outdoor equipment



PSD requirement
The implication of a PSD requirement (e.g., in according to CEPT) on the physical layer design is important to consider from a coverage perspective. But as we discuss here, interlaced transmission, while beneficial for the 5/6 GHz band, has very little utility for the 60 GHz band.
For NR-U operation in the 5/6 GHz band, interlaced transmission was adopted for PUCCH/PUSCH in order to maximize the transmit power under a PSD constraint. For example, in some regulatory regions the power measured in a 1 MHz bandwidth must be 10 dBm or less. Since relatively small subcarrier spacings are used for 5/6 GHz band, e.g., 15/30 kHz, a single PRB only occupies 180/360 kHz, respectively. This means that if UL transmissions are interlaced, and no two PRBs fall within a 1 MHz measurement bandwidth, then the transmit power may be boosted by at most 10*log10(1000 kHz / SCS) compared to a contiguous allocation without violating the PSD regulations. This translates to 7.4/4.4 dB, for 15/30 kHz, respectively.
In the 60 GHz band, the situation is different. First the EIRP and PSD depends on the use case (fixed outdoor equipment or not). For deployments other than fixed outdoor, even though the EIRP limit can be up to 40 dBm, it is not expected that a mobile UE will support such high EIRP. In fact, for the system level simulation evaluations, it is assumed that the UE EIRP is at most 25 dBm. Hence, the expected UE EIRP is not much higher than the PSD limit (23 dBm/MHz for c1/c2 according to CEPT). Hence, the UE will typically be limited by maximum conducted power before it is limited by PSD.
For fixed outdoor deployments where the devices are expected to achieve higher EIRP, then the difference between the PSD limit (e.g., 38 dBm/MHz for c3 according to CEPT) and the EIRP limit (55 dBm) is larger. Hence, depending on the signal bandwidth the UE Tx power could, in principle, be limited by PSD rather than conducted power. However, in the 60 GHz band the subcarrier spacing will be much larger than in the 5/6 GHz band. This means that a single PRB for all SCS ≥ 120 kHz occupies more than the 1 MHz PSD measurement resolution bandwidth. Because of this, no power boosting is possible making PRB-based interlacing not beneficial. 

[bookmark: _Toc47712031]PRB-based interlacing is not beneficial for SCS ≥ 120 kHz

Both in Rel-16 and in the current Rel-17 study item, sub-PRB interlacing has been discussed as a mechanism for achieving power boosting. A "sub-PRB" unit is defined as some integer number N of subcarriers where N < 12. If the SCS is 960 kHz or greater, a single subcarrier (smallest possible sub-PRB unit) would occupy the full 1 MHz PSD measurement resolution bandwidth, hence for SCS ≥ 960 kHz even sub-PRB interlacing is not beneficial.

[bookmark: _Toc47712032]Sub-PRB interlacing is not beneficial for SCS ≥ 960 kHz

480 kHz SCS is also being discussed for the 60 GHz band.  For this SCS, the maximum power boosting benefit is only 3 dB and it requires using a sub-PRB unit of N = 1 sub-carrier. For large frequency domain allocations, ultimately it will be necessary to schedule two or more sub-PRBs within the 1 MHz PSD measurement resolution bandwidth. In this case, the power boosting benefit vanishes. In general, for any type of interlacing, the benefit is primarily for smaller allocations. We point out that for fixed outdoor deployments as discussed above, the channel conditions are expected to be good, thus making small allocations unlikely.

[bookmark: _Toc47712033]Both PRB and sub-PRB interlacing is not beneficial for large frequency allocations

More seriously, introduction of a sub-PRB design requires very large specification changes since the fundamental allocation unit of a full RB needs to be changed. For example, this could require a total redesign of reference signal structures. For the 60 GHz band, since the scenarios under which any form of interlacing could potentially bring some benefit are very restricted compared to the 5/6 GHz band. In our view, complexity vs. cost tradeoff rules out adoption of sub-PRB interlacing. 

[bookmark: _Toc46230579][bookmark: _Toc46235360][bookmark: _Toc46237870][bookmark: _Toc46237903][bookmark: _Toc46238836][bookmark: _Toc46238856][bookmark: _Toc46238947][bookmark: _Toc46238982][bookmark: _Toc46239045][bookmark: _Toc46239078][bookmark: _Toc46239112][bookmark: _Toc46239781][bookmark: _Toc46239910][bookmark: _Toc46240404][bookmark: _Toc47712046]The support of UL interlace allocation is not considered for operation in >52.6 GHz spectrum.

Max Peak Conducted Power
According to the FCC regulations, the max UE conducted power depends on transmission bandwidth. For transmission bandwidth less than 100MHz, the max peak conducted power scales down proportional to the occupied bandwidth according to {500mW × emission-BW / 100MHz} as shown in Table 2. For signals/channels that can be configured/scheduled with bandwidth greater than 100 MHz, the maximum conducted power (27 dBm) can be reached. Example channels that can easily occupy more than 100MHz include PUSCH, SRS and PRACH. 
Regarding PRACH, the table below shows the needed bandwidths for PRACH transmissions as a function of SCS and sequence length. For every subcarrier spacing equal to or higher than 240 kHz, NR supports at least one PRACH sequence that occupy more than 100 MHz. Hence, there is no need to introduce new sequences or consider redesigning of PRACH.  
Table 3: the needed bandwidth to PRACH transmission as a function of SCS and L sequence
	Seq length
	240 kHz
	480 kHz
	960 kHz

	139
	33.3 MHz
	66.24 MHz
	133.44 MHz

	571
	137 MHz
	274 MHz
	548.16 MHz

	1151
	276 MHz
	552 MHz
	1104.96 MHz



For low power mobile UEs, e.g., EIRP of 25 dBm as assumed in the system level simulations, the FCC conducted power requirement will not be a limiting factor.  If such UE has a 2x2 antenna panel with total antenna gain of at least 12 dB, then only 13 dBm conducted power is needed to reach the devices own EIRP limit. This is achieved for any allocation with a BW larger than 3.98 MHz, derived according to 10*log10(500mW × BW MHz / 100 MHz) = 13. For 480 kHz and 960 kHz, a single PRB is already larger than 3.98 MHz. Even for 240 kHz, transmission at the devices own EIRP limit can be achieved by allocating at least two resource blocks for the transmission, which is already possible for any UL channel. The only exception would be PUCCH format 0,1 and 4 that occupy only a single resource block.
Table 4: Number of RBs needed to transmit at EIRP limit for low and high power equipment (assuming 12 dB antenna gain)
	SCS
	Number of RBs needed to transmit at EIRP limit for low power equipment
	Number of RBs needed to transmit at EIRP limit for high power equipment

	240 kHz
	2
	35

	480 kHz
	1
	18

	960 kHz
	1
	9



For higher power equipment, the conducted power does not need to be reduced below the FCC maximum value of 500 mW (27 dBm) as long as the allocation is at least 35, 18, and 9 RBs for 240, 480 and 960 kHz respectively. As mentioned above, PUCCH format 0,1, and 4 cannot fulfill this requirement and therefore PUCCH coverage may be negatively impacted for high power equipment. Time domain repetition can be used to compensate for the limited transmit power for PF0/1/4. Also, the issue can be avoided if UCI is sent on PUSCH instead of PUCCH.  Alternative enhancements, such as expanding the bandwidth of PF0/1/4 can be considered, e.g., by design of longer sequences or by repetition in the frequency domain with application of appropriate PAPR mitigation techniques.

[bookmark: _Toc47712047]PUCCH format 0/1/4 enhancements to compensate for the limited transmit power should be studied. 

OCB requirement 
ETSI BRAN is in the process of developing harmonized standard (s) that specifies requirements on unlicensed deployment in the 60GHz band. In addition to PSD and EIRP limit requirement, ETSI EN 302 567 defines an occupied channel bandwidth (OCB) requirement. 
Table 5: Occupied Channel Bandwidth Requirement in ETSI BRAN
	Harmonized standard
	Frequency Band
	Occupied Bandwidth

	ETSI EN 302 567
	C1
	At least one mode of transmission with a necessary bandwidth with at least 70%

	ETSI EN 303 722 (draft)
	C2 and C3
	Less than 100 % of the declared nominal channel bandwidth

	EN 303 753
	C2
	(not decided yet)



EN 302 567 does not define a nominal channel bandwidth or any channelization within the 57-71 GHz frequency range. In fact, a device complaint with EN 302 567 can declare one or more nominal channel bandwidth. Nonetheless, for every declared nominal bandwidth, the device is required to support at least one mode of transmission where the transmission occupy at least 70% of the declared nominal channel bandwidth. Note that the requirement does not mandate that all transmissions by the device must occupy more than 70% of declared nominal channel bandwidth. The existing NR design is flexible enough to support transmission of physical channels (PxSCH, PDCCH, SRS, etc..) over the full bandwidth of operating. Therefore, NR already includes the tools to fulfill OCB requirement without any need to change the existing design.   

[bookmark: _Toc47712034][bookmark: _Toc45618317][bookmark: _Toc45618318][bookmark: _Toc45618319][bookmark: _Toc45618320][bookmark: _Toc45618321][bookmark: _Toc45618322]To fulfil the OCB requirement specified in EN 302 567, for each of the declared channel bandwidths, the device has to support at least one mode of transmission where the transmission occupies at least 70% of the declared channel bandwidth. 
[bookmark: _Toc47712035]Existing NR design fulfills the EN 302 567 OCB requirement 

[bookmark: _Toc47530182]4.3	Scheduling request enhancements
NR operation in mm-wave bands heavily relies on beamforming for both transmission and reception. For UL transmission, a spatial relation needs to be established and understood by both UE and gNB before transmission in the UL is conducted. A spatial relation is defined between an UL channel/reference signal (PUSCH, PUCCH, SRS) and either a DL reference signal (CSI-RS, SS/PBCH block) or another UL reference signal (SRS). If UL channel/signal A is spatially related to reference signal B, it means the UE should beamform A in the same way as it received/transmitted B. By establishing a spatial relation, the UE gets to know in which direction to beamform its transmission signal towards the targeted gNB, and the gNB also understands how to tune its RX beam towards the UE. A number of issues are identified below regarding UL beamforming in the scenario of periodic Scheduling Request transmission on PUCCH. 
Firstly, an SR transmission on a particular period of the configured periodic PUCCH is initiated by a UE and is transmitted according to the currently active spatial relation for that UE. Since the gNB must listen for SRs in many different directions, it may not know from which direction a particular UE will transmit at any given time, hence it might not be able to tune its RX beam properly towards that UE when it transmits an SR autonomously. Because of this beam misalignment, the UE might need to re-transmit SR many times before it is finally heard by the gNB. There is also a considerable risk that the UE might reach the limit of SR transmission attempts thus falling back to transmit SR over RACH. As a consequence of this beam mis-alignment phenomenon, SR and the overall UL data transmission latency can be very high.
[image: ]
Secondly, a gNB with analog beamforming capability can only listen to UL transmission in one direction (per antenna panel) at a time. To solve this, the gNB can periodically sweep through all beams in the cell for SR detection in SR transmission occasions. In such an application scenario, SR latency is not only determined by the SR periodicity configured to the UEs, but also by the periodicity of SR sweeping in the gNB. Imagine in a cell where a large number of narrow beams are configured, it will take many slots for the gNB to beam-sweep through the entire cell for SR detection. Statistically the SR latency can become extremely high. This can be a big issue for some devices or applications with tight latency requirement.
Thirdly, SR resources for multiple UEs can be configured in same OFDM symbol(s) by means of frequency or code multiplexing to improve resource efficiency. A gNB with analog beamforming capability should then multiplex SR resources in the same time occasion only for UEs located in the same beam coverage area, so that the gNB can detect the SR transmissions from the UEs with the same RX beam. When the UEs are moving around in the cell across different beam coverage area, gNB needs to frequently re-configure SR resources for the UEs by dedicated RRC signaling, which can contribute to an excessive signaling overhead to the system.
To illustrate this issue, Error! Reference source not found. shows two UEs each configured with a single SR resource and the two resources are frequency or code division multiplexed, i.e., occur in the same time occasion (OFDM symbol). When a UE moves into the coverage of another beam, the gNB updates the spatial relation for the configured SR resource via MAC-CE after receiving measurement report(s) from the UE. This mechanism is not friendly to frequency/code division multiplexing of PUCCH resources in the context of analog beamforming. The example in Error! Reference source not found. starts with both UE1 and UE2 located in the SSB1 coverage area. Initially, the gNB configures the spatial relation for both UEs as SSB1, which works fine until UE1 starts to move. If the UE moves into the coverage area of SSB2, the gNB updates the UE1 SR resource with spatial relation to SSB2 via MAC-CE. The trouble is that SRs from either or both UE1 and UE2 are transmitted in the same OFDM symbol, but from different directions since UE1 and UE2 now have different spatial relations. It will be difficult for gNB to detect the SR from both directions at the same time with analog beamforming capability. To solve the problem in the Rel-15 framework, the gNB should RRC re-configure the SR resource for UE1 to be in a different OFDM symbol. However, this can lead to excessive RRC signaling when considering all UEs movement within a cell.
[image: ]
Figure 33: Spatial relationship update mechanism in Rel-15

Enhancements to SR configuration and spatial relationship management
Clearly, in a system with heavy reliance on analog beamforming, it is beneficial to consider enhancements to the Rel-15 SR configuration and spatial relation update mechanisms with the goal of avoiding excessive RRC signaling and simultaneously reducing the latency in the SR procedure. 
One possible approach is to configure more than one periodic SR (PUCCH) resource for a UE, where a subset of the SR resources occur in a different time occasions (OFDM symbols) and each resource is "associated" with a different spatial direction, e.g., associated with a different SS/PBCH block or different CSI-RS. This is analogous to the SSB-to-RACH occasion association inherent in Rel-15.
At any given time, one or multiple of the configured periodic uplink SR resources are indicated as "active" by the gNB in a UE-specific manner, e.g., by MAC-CE signaling similar to the MAC-CE spatial relation update mechanism in Rel-15. Only the configured SR resource(s) that are active should be used for SR transmissions by the UE. For a particular active SR resource, the SR transmission from the UE is based on the spatial relation corresponding to the associated SSB/CSI-RS for that resource.
As a UE moves from one SSB or CSI-RS beam coverage area to another, the gNB updates which SR resource(s) are active for that UE. The gNB may determine the active SR resource(s) for the UE based on CSI measurement reports from the UE, e.g., L1-RSRP, or based on gNB measurement on SRS(s) transmitted by the UE.
In this way, there is a common understanding between the gNB and the UE from which direction an SR will be transmitted at any given time. This mitigates the beam misalignment problem discussed above, thus simultaneously reducing the SR latency and unnecessary SR re-transmissions.

[bookmark: _Toc47712048]Consider enhancements to SR (PUCCH) resource configuration and spatial relation management to reduce UL data latency

gNB Initiated Polling 
An alternative approach is that instead of listening to periodic PUCCH resources for uplink scheduling requests, the gNB can transmit polling requests to UEs in connected mode for their UL buffer status. UEs that can decode the polling request can respond to the polling requests by transmitting polling responses in specific PUCCH or PUSCH resources. The gNB has control on the timing of the polling response, thus it can tune its RX beam appropriately to ensure successful reception of the polling response, thus reducing latency. Upon reception of a polling response indicating UL data available at a UE, the gNB can schedule UL data transmission for the UE using the conventional UL data transfer procedure.
In response to the polling request, the UEs with nonempty UL data buffers can report the buffer status in a UCI using a pre-configured PUCCH resource. UEs with empty UL data buffer may either transmit a zero data volume indication, or simply ignore the polling request. This approach can be considered as a sort of aperiodic Scheduling Request. In contrast to the periodic Scheduling Request mechanism in current NR, where a SR transmission is initiated by the UE in a periodic PUCCH transmission occasion, the polling mechanism enables gNB to dynamically trigger SR transmission from the UE. By this mean, gNB is able to coordinate SR transmission to achieve more efficient spatial sweeping of SR detection, more flexible resource scheduling and better latency control. For example, the gNB can configure each UE with a PUCCH spatial relation given by a particular SSB. Then, if the gNB sweeps its receive beam according to the SSB directions for different occasions of the periodic PUCCH resource, it can trigger the SR for a particular UE just prior to the PUCCH occasion for which it knows the UEs transmit beam will be aligned with the gNB’s receive beam. In this way, it is avoided that the UE transmits SRs that will be lost due to the gNB not listening in the correct direction.

[bookmark: _Toc47712049]Consider a gNB initiated polling approach for UL traffic management to reduce UL data latency.

[bookmark: _Toc46307405][bookmark: _Toc47530183]4.4	Scheduling and HARQ
PDSCH processing time improvement
As a first step to start the processing timeline discussion, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz. Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated as tabulated in Figure 29 in Section 3.5, the benchmark for PDSCH decoding time for 480 kHz SCS is around 37 OS. For 960 kHz SCS, the benchmark should be around 50 OS rather than 160 OS as listed in the system level simulation assumptions.
Several factors contribute to the UE minimum processing time. One factor relates to the amount of time needed to perform PDCCH blind decoding search. Another factor relates to whether the UE needs to wait for additional DMRS in the PDSCH transmission. A further factor is related to increased sizes of soft buffer as discussed in Section 3.5. Because of increased protocol latency / loop length, a receiver increasingly needs to keep larger amount of soft values. It has become uneconomical for the receiver implementation to include such soft buffer memory on the same chip for baseband processing. That is, the soft values need to be written to off-chip memory hardware when a transmission is not received successfully. The soft values will also need to be read back from off-chip memory hardware when the receiver is processing a retransmission of the same transport block. Since access of off-chip memory hardware takes substantially more time than the baseband processor cycles, proper HARQ feedback timing control for the high frequency ranges need to take soft combining into consideration.
In Rel-15, a single UE processing time requirement is defined to cover both initial and retransmission cases. But for initial transmission case where there is no need of additional latency budget to fetch from soft buffer memory, the actual PDSCH decoding times in terms of OSs needed for the initial transmission can be less than that for the retransmission cases. This is one of the opportunities where PDSCH decoding time can be reduced for initial transmissions. Considering that the ACK/NACK latency (SIFS) for the IEEE 802.11ad devices is 3 μs, a new PDSCH decoding time requirement much shorter than 37 OSs (≈82 μs) should be considered for in NR operation in 52.6 to 71 GHz. 

[bookmark: _Toc46496325][bookmark: _Toc46496566][bookmark: _Toc46497847][bookmark: _Toc46496327][bookmark: _Toc46496568][bookmark: _Toc46497849][bookmark: _Toc46496328][bookmark: _Toc46496569][bookmark: _Toc46497850][bookmark: _Toc46496329][bookmark: _Toc46496570][bookmark: _Toc46497851][bookmark: _Toc46496332][bookmark: _Toc46496573][bookmark: _Toc46497854][bookmark: _Toc47712050]RAN1 should investigate the different factors that contribute to the PDSCH processing time and consider possible latency reduction opportunities. 

Time domain resource allocation aspects
Given the much large UE processing latencies discussed in Figure 29 and Figure 30 in Section 3.5, an increase of the number of HARQ processes may become necessary in order not to throttle data throughputs due to HARQ process starvation. However, a larger number of HARQ processes will increase the DCI and HARQ-ACK sizes, which can negatively impact the coverage of NR operation in 52.6 to 71 GHz.

[bookmark: _Toc47712036]Because of larger processing latencies, the numbers of DL and UL HARQ processes may need to be increased. Otherwise, physical layer specification and implementation changes compared to Rel-15 may be needed to sustain high data throughput.

Furthermore, given the short slot durations and longer processing latencies (in terms of the numerology) associated with larger SCSs, it may be beneficial to consider extending the multi-PUSCH scheduling feature introduced in Rel-16 to the scheduling of multiple PDSCH using one DCI in Rel-17. This can be accomplished using the same approach as Rel-16 multiple-PUSCH time domain resource allocation. That is, each row in the new multi-PDSCH scheduling time domain resource allocation table can contains multiple mapping types and startSymbolAndLength settings. A single K1 can be used to indicate the starting slot of multiple PDSCHs, each of which follows its own mapping type and startSymbolAndLength as specified by the applicable row in the time domain resource allocation table. Similar to Rel-16, the HARQ process number field in the DCI applies to the first scheduled PDSCH. HARQ process number is then incremented by 1 for each subsequent PDSCHs in the scheduled order, with modulo operation as needed. Separate NDI and RV fields are provided for each of the scheduled PDSCHs.
An example of using one DCI to schedule four consecutive PDSCHs is illustrated in Figure 34. A PUCCH can carry the feedback corresponding to the four consecutive PDSCHs. Multi-PDSCH scheduling will not only save on DCI overhead, but also makes it possible to operate with lower PDCCH monitoring granularity without compromising on scheduling granularity. In return, lower PDCCH monitoring granularity will result in significant UE power consumption savings.

[image: ]
[bookmark: _Ref47013743]Figure 34: Example of multiple-PDSCH scheduling.

[bookmark: _Toc47712051]Consider support of scheduling multiple PDSCH using one DCI for NR operation in 52.6 to 71 GHz.

Frequency domain resource allocation aspects
Frequency resource allocation Type 0 and Type 1 are similarly supported for both downlink and uplink. When Type 0 resource allocation is used, a bitmap indicates the Resource Block Groups (RBGs) that are allocated to the scheduled UE where a RBG is a set of consecutive virtual resource blocks defined by higher layer parameter rbg-Size configured by PXSCH-Config and the size of the bandwidth part as defined in Table 6.
[bookmark: _Ref46928520]Table 6: Nominal RBG size
	Bandwidth Part Size
	Configuration 1
	Configuration 2

	1 – 36
	2
	4

	37 – 72
	4
	8

	73 – 144
	8
	16

	145 – 275
	16
	16



When downlink type 1 resource allocation is used, the FDRA field consists of a resource indication value (RIV) corresponding to a starting resource block group RBGstart=0, 1, …, NRBG-1 and a length in terms of virtually contiguously allocated resource block groups LRBGs=1, …, NRBG. Type 1 scheduling on RBG level was introduced in rel-16 for DCI 1_2 and DCI 0_2. However, the supported granularities are the same as for Type 0. 
Assuming a channel bandwidth of 1.6 GHz with 480 kHz SCS, the FDRA bit field carried in the DL and UL DCI can be up to 16 bits, which can negatively impact the coverage of NR operation in 52.6 to 71 GHz. Operation on such a large bandwidth, assumes quite good channel conditions and transmissions that are large in bandwidth. Also, given the high directivity of the transmission, frequency multiplexing of UE becomes less applicable. Such fine scheduling granularity provided by configuration 1 and 2 may not be needed for 60GHz operation. Given the impact of DCI size on coverage, RAN1 should consider DCI size reduction, and FDRA fields is one of the candidate fields that can be investigated.

[bookmark: _Toc47014979][bookmark: _Toc47086052][bookmark: _Toc47712052]For 60GHz operation, reduce the FDRA fields size by supporting larger RBG sizes. 

[bookmark: _Toc46307406][bookmark: _Toc47530184]5	Conclusion
In this contribution, we first discuss the selection of maximum channel bandwidth from regulatory, practical coexistence and engineering points of view. We then examine if the impact of different sub-carrier spacings on a diverse range of system aspects: (1) phase noise handling with extensive link level evaluation results, (2) cyclic prefix lengths and applicable environments, (3) frequency and timing estimation tolerance issues, (4) coverage and applicable deployments, and (5) processing time issues. Finally, we discuss a few potential enhancements that are beneficial to NR operation in 52.6 to 71 GHz. The following observations can be drawn:
Observation 1	There is no regulatory or practical need to align the channel bandwidth (e.g., 2.16 GHz) with other technologies operating in the same 60 GHz band for coexistence purposes.
Observation 2	Targeting a large bandwidth that is incompatible with 3GPP numerology (e.g., 2.16 GHz) is not beneficial to NR operation in the 52.6 to 71 GHz range.
Observation 3	Phase noise induced performance issues for the OFDM waveform in the 52.6 – 71 GHz frequency range can be effectively addressed with the Rel-15 PTRS structure and simple ICI compensation algorithms. Performance with SCS of 480, 240, and 120 kHz SCS with simple ICI compensation is on par or better than the performance with 960 kHz with CPE compensation only.
Observation 4	Without proper randomization of the relative UE-gNB array orientations, the delay spread statistics can be substantially under-estimated.
Observation 5	A single panel UE, or a dual panel UE with one panel fully/partially blocked, experiences larger delay spreads than a dual panel UE without any blocking.
Observation 6	Phase noise induced performance issues for the DFT-s-OFDM waveform in the 52.6 – 71 GHz frequency range can be addressed with the Rel-15 uplink PTRS structure and currently supported SCS values, e.g., 120 kHz.
Observation 7	RMS delay spread is inversely proportional to LOS probability, i.e., lower LOS probabilities translate to larger RMS delay spreads.
Observation 8	Outdoor Scenario B has an extremely high LOS probability (~99%) which leads to a very small value of 90th percentile post-beamforming RMS delay spread (3.7 ns).
Observation 9	For selection of suitable SCS for the 52.6 – 71 GHz frequency range, it is important to perform link level evaluations with 90th percentile RMS delay spreads that are representative of a suitable range of deployment scenarios with different site densities, e.g., up to several tens of ns. Sufficient margin must also be left for other sources of time synchronization error.
Observation 10	From a frequency error perspective, an SSB SCS of either 240 kHz or 480 kHz seems reasonable for a 60 GHz carrier frequency.
Observation 11	A higher UL SCS puts tighter requirements on UE UL timing accuracy. To avoid further tightening the UE requirement on UL timing error in relation to 1/SCSSSB compared to current specifications, the UL SCS should not be more than twice that of the SSB SCS. This motivates selection of UL SCS to be no greater than 480 kHz assuming the maximum SSB SCS of 240 kHz in the spec today.
Observation 12	The times provisioned for UE processing grow exponentially with the numerology. Large processing latencies restrict the achievable throughputs, defeating the purpose of enabling large bandwidths with large sub-carrier spacings.
Observation 13	Very larger sub-carrier spacing will induce excessive MAC buffering requirements and causes higher UE implementation costs.
Observation 14	SS/PBCH / CORESET0 multiplexing patterns 2 and 3 are restricted to very small RMSI payloads due to the small number (2) of available OFDM symbols for RMSI PDSCH.
Observation 15	SS/PBCH / CORESET0 multiplexing pattern 1, especially with non-zero offset O for the Type0-PDCCH monitoring occasions, is much less restrictive in terms of allowable RMSI payload due to the fact that SS/PBCH and RMSI PDCCH/PDSCH are time division multiplexed.
Observation 16	PRB-based interlacing is not beneficial for SCS ≥ 120 kHz
Observation 17	Sub-PRB interlacing is not beneficial for SCS ≥ 960 kHz
Observation 18	Both PRB and sub-PRB interlacing is not beneficial for large frequency allocations
Observation 19	To fulfil the OCB requirement specified in EN 302 567, for each of the declared channel bandwidths, the device has to support at least one mode of transmission where the transmission occupies at least 70% of the declared channel bandwidth.
Observation 20	Existing NR design fulfills the EN 302 567 OCB requirement
Observation 21	Because of larger processing latencies, the numbers of DL and UL HARQ processes may need to be increased. Otherwise, physical layer specification and implementation changes compared to Rel-15 may be needed to sustain high data throughput.

Based on the extensive analysis and observations provide in this contribution, we propose
Proposal 1	Consider channel bandwidths up to 1.6 GHz for NR operation in 52.6 to 71 GHz.
Proposal 2	Consider sub-carrier spacings up to 480 kHz for NR operation in 52.6 to 71 GHz.
Proposal 3	Extended CP need not be considered for NR operation in 52.6 to 71 GHz.
Proposal 4	UE processing timelines for SCS > 120 kHz need to be further tightened vis-à-vis those for 120 kHz SCS to enable high performance NR operation in 52.6 to 71 GHz.
Proposal 5	The expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors that should be an integral part of selecting the suitable SCS for NR operations in the 52.6 – 71 GHz frequency range already during the SI phase and cannot be deferred until the WI phase. Clearly, such issues put pressure to define SCS(s) as low as possible preferably leveraging existing SCS(s) in the current spec, i.e., ≤480 kHz.
Proposal 6	Do not design for SS/PBCH block sliding within a transmission window for >52.6 GHz operation.
Proposal 7	For NR operations in the 52.6 – 71 GHz band, consider only 120 and 240 kHz SCS for SS/PBCH blocks, as already supported in Rel-15/16.
Proposal 8	Consider reusing the SS/PBCH / CORSET0 multiplexing patterns as much as possible. If minor, targeted, enhancements to particular pattern(s) are beneficial, these can be considered.
Proposal 9	Consider enhancements to SS/PBCH / CORESET0 multiplexing Pattern 1 as follows: (1) Allow (240 kHz, 240 kHz) SCS, and (2) Support 6 symbol SLIV in Default Table A starting at OFDM symbols 2 and 8.
Proposal 10	The support of UL interlace allocation is not considered for operation in >52.6 GHz spectrum.
Proposal 11	PUCCH format 0/1/4 enhancements to compensate for the limited transmit power should be studied.
Proposal 12	Consider enhancements to SR (PUCCH) resource configuration and spatial relation management to reduce UL data latency
Proposal 13	Consider a gNB initiated polling approach for UL traffic management to reduce UL data latency.
Proposal 14	RAN1 should investigate the different factors that contribute to the PDSCH processing time and consider possible latency reduction opportunities.
Proposal 15	Consider support of scheduling multiple PDSCH using one DCI for NR operation in 52.6 to 71 GHz.
Proposal 16	For 60GHz operation, reduce the FDRA fields size by supporting larger RBG sizes.
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