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1. [bookmark: _Ref129681862][bookmark: _Ref124589705]Introduction

The objective related to NTN is as following:
The work item aims to specify the enhancements identified for NR NTN (non-terrestrial networks) especially LEO and GEO with implicit compatibility to support HAPS (high altitude platform station) and ATG (air to ground) scenarios according to the following principles:
· FDD is assumed for core specification work for NR-NTN.
· NOTE: This does not imply that TDD cannot be used for relevant scenarios e.g. HAPS, ATG
· Earth fixed Tracking area is assumed with Earth fixed and moving cells
· UEs with GNSS capabilities are assumed.
· Transparent payload is assumed

And RAN1 related part is as following:
Enhancing features to address the identified issues due to long propagation delays, large Doppler effects, and moving cells in NTN, the following should be specified (see TR 38.821):
· Timing relationship enhancements[RAN1,RAN2]
· Enhancements on UL time and frequency synchronization [RAN1,RAN2]
· HARQ
· Number of HARQ process [RAN1]
· Enabling / disabling of HARQ feedback as described in the TR 38.821 [RAN1&2]
In addition, the following topics should be specified if beneficial and needed
· Enhancement on the PRACH sequence and/or format and extension of the ra-ResponseWindow duration (in the case of UE with GNSS capability but without pre-compensation of timing and frequency offset capabilities) [RAN1/2].
· Feeder link switch [RAN2,RAN1]
· Beam management and Bandwidth Parts (BWP) operation for NTN with frequency reuse [RAN1/2]
· Including signalling of polarization mode

In this contribution, we discuss the issues related to beam management.

1. Discussion
In NTN network, neighbouring footprints can be associated with different cells or different BWPs for interference avoidance. Associating different footprint with different BWP is beneficial to increase spectral efficiency and decrease signalling overhead. As BWP switch can be adopted rather than carrier activation/deactivation. Different geographical area can also be associated with different beams, so that beam management framework can be reused. And beam indication/update rather than handover can be used for neighbouring geographical area moving. An example is shown in Fig 1. For cell#0, there are BWP#0/1/2 associated with different footprints.


Fig 1. Mapping among cell, beam and BWP
To perform beam management among neighbor geographical areas, there are two options to configure the NZP CSI-RS for beam management:
· Option 1: NZP CSI-RS for beam management is configured in a common narrow band BWP for all geographical areas/footprints;
· Option 2: NZP CSI-RS for beam management is configured in corresponding BWP for different geographical areas/footprints
For option 1, it can reuse the behavior in legacy NR with additional overhead on the common narrow band BWP configuration. However, there will be two active BWPs to monitor in a geographical area, one for beam management and one for DL/UL transmission/measurement/reporting.
For option 2, there is only one active BWP to monitor in a geographical area, and the NZP CSI-RS is configured in corresponding BWPs, which may need enhancement on specification work. Meanwhile, for aperiodic NZP CSI-RS, BWP switching delay as shown in Fig 2 should be considered when determining the time domain offset between the triggering DCI and the NZP CSI-RS for beam management at different BWPs.
[image: ]
Fig 2. BWP switch delay for different SCS configuration
From our perspective, we slightly prefer option 2 due to less active BWP monitoring at least from power saving point of view.
Proposal 1: Support option 2 that NZP CSI-RS for beam management is configured in corresponding BWP for different geographical areas/footprints. 
Proposal 2: Consider impact of BWP switching delay for NZP CSI-RS for beam management configured at in corresponding BWPs. 
1. Conclusion
In this contribution, we discussed the issues related to beam management in NTN network, and our proposals are as following:
Proposal 1: Support option 2 that NZP CSI-RS for beam management is configured in corresponding BWP for different geographical areas/footprints. 
Proposal 2: Consider impact of BWP switching delay for NZP CSI-RS for beam management configured at in corresponding BWPs. 
1. References
1. RP-201256, RANP#88e, “Solutions for NR to support non-terrestrial networks (NTN)”
1. TR 38.821 v16.0.0

image2.png
Table 8.6.2-1: BWP switch delay

NRSiot | BWP switch delay Tewpswicroeiay (SIots)
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0 1 1 3
1 05 2 5
2 025 3 9
3 0.125 6 18
Note 1 Depends on UE capabilly.
Note 2

If the BWP switch involves changing of SCS, the BWP
switch delay is determined by the larger one between
the SCS before BWP switch and the SCS after BWP

switch.
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