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Introduction
A RAN2-led Rel-17 Working Item on Solutions for NR to support non-terrestrial networks (NTN) was approved at RAN Plenary #86 [1]. The study item phase has identified issues and made recommendations on beam management in a TP to 38.811 agreed in RAN1#99 [2]. In this contribution, we summarize issues and discuss potential solutions for beam management for NR NTN. 
[bookmark: _Ref481671177]
Beam management and Bandwidth Parts Operation 
Earth-fixed bneams and earth-moving beams.
There are two options for mapping of PCI and SSB
· Option a: multiple beams per PCI with beam specific SSB may allow faster / simpler re-sync and do not require to read SIB in every beam. If multiple beams are considered to be within same cell, handover can be avoided when switching beams. This is an advantage for earth-moving beams, but would still require frequent handovers since the dwell time can typically be several seconds. Rel-15 NR beam management can be re-used where the main difference is that the beams are in different location with no or only partial overlap.
· Option b: one beam per PCI with assumption of earth-fixed beams would allow a typical dwell time in the order of a few minutes which is much longer than in earth-moving beams. This simplifies considerably the connected mobility in terms of handover signalling overhead and functionality.
Earth-fixed beam and option b for mapping of PCI and SSB have lower impact on specifications and implementation compare to fixed-moving beams. The longer dwell time in earth-fixed beams and the fact that these beams are not moving with satellite will make handover and cell-reselection considerably simpler. In case there are many connected UEs in LEO, there could be further discussions on how handover of UEs can be done when the beam is switched in fixed-earth beams to avoid a potential bottleneck due to a high peak in handover signalling. Earth-fixed beam naturally fits GEO satellite constellations.  
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Figure 1: Mapping options for PCI/SSBs in NTN
Observation 1: Mapping of PCI and SSB to satellite beams/cells option “a” is preferable for earth-moving beams and option “b” is preferable for earth-fixed beams. 
Observation 2: Earth-fixed beam has lower handover signalling requirements and functionality than earth-moving beams.
Proposal 1: RAN1 discuss first Earth-fixed beams for GEO and LEO scenarios in Release 17. 

Soft Frequency Re-use of satellite cell/beams
For NTN beam deployment with Frequency Re-use Factor (FRF) 1, the available bandwidth allocated to each beam is large. A UE in a beam coverage may suffer severe interference due to co-channel signals transmitted to nearby beams. For NTN beam deployment with FRF 3, the interference problem is mitigated. The available bandwidth allocated to each beam is reduced.
The amount of data traffic in each beam can be expected to vary with each beam experiencing different levels. The network ideally could allocate larger bandwidth for beams with larger data traffic demand, and allocate smaller bandwidth for the other beams. Considering that the amount of data traffic in a beam may vary with time, a dynamic/scalable frequency resource allocation scheme is expected to improve the system spectral efficiency. 
Observation 3: The concept of BWP can be used for frequency resource allocation among NTN beams. Network may configure a specific active BWP for UEs in a beam (all UEs in a beam are associated with the same active BWP). Different beams may be associated with different active BWPs
Figure 2 shows an illustration example as described below:
· There are 7 beams, and the network may configure BWP 0,1, or 2, as an active BWP for a beam 
· In bandwidth, we have BWP 0 > BWP 1 > BWP 2 
· Suppose at a time instance, the amount of data traffic in each beam is as shown in the table, then the network may configure BWPs to beams according the amount of data traffic in beams as shown in the table 
· BWP 0 is allocated for beam 4 since beam 4 has maximum data traffic
· The interference can be mitigated as nearby beams are using non-overlapping BWPs
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Figure 2: Example of BWP Allocation for Beams
In general, the BWPs may or may not overlap with each other in frequency domain. For a beam, the bandwidth and the frequency domain location of the active BWP may not be fixed at all time. The network may adjust the settings of the active BWP based on the amount of data traffic in the beam. 
In connected mode, beam switching can be based on SSB measurements and/or CSI-RS measurements. Figure 3 shows the SSB and CSI-RS configuration for beam switching.  BWP 0 can be used for initial cell access with several beams and corresponding SSBs. For connected UE, an active BWP 1, 2, or 3 can be used with several beams, with SIB and CSI-RS transmitted in each beam. There can be several BWPs configured. One BWP is active at a time for a UE. The rel-15 beam management can be re-used with the one difference that the beams are not co-located.
Observation 4: A bandwidth part can be used for initial cell access with several beams and corresponding SSBs.
Observation 5: An active bandwidth part for connected UE can contain one or several beams, where SIB and CSI-RS are transmitted in each beam
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Figure 3: CSI-RS configuration for beam switching
We note that when a UE moves from one NTN beam to another NTN beam, if the active BWP of these two NTN beams are different, then the NW needs to indicate the UE to change its active BWP through DCI or RRC signaling. Since in NTN network a UE may change NTN beams very frequently in a short time, the above signaling for changing UE’s active BWP configuration may incur a large signaling overhead.
Observation 6: The DCI or RRC signalling for changing UE’s active BWP configuration may incur a large signalling overhead. 
Consider option “a” in Figure 1 and BWP allocation for NTN beams, we note that there exists an association between an SSB index and a BWP index for NTN beams. Such association can be used to mitigate the signalling overhead in observation 5.
Proposal 2: In RRC signalling, introduce an association between an SSB index and a BWP index
When a UE enters connected mode in a cell, the NW signals the following information to the UE
· BWP configurations
· Association between an SSB index and a BWP index. 
As such, suppose that the BWP configurations of NTN beams remain unchanged for a certain period of time, when a UE moves to the next NTN beam (with the same PCI but different SSB index), an DCI or RRC signalling for changing UE’s active BWP can be saved since the UE already know the active BWP configuration of next beam. For a UE within a satellite coverage with the same PCI, network signalling for active BWP change is performed only once when UE enters connected mode in the cell.
See Figure 4 for an illustration:
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Figure 4: Association between SSB index and BWP index for saving signalling overhead for BWP change

Analysis
For calibration, the following additional settings have been agreed [3] for SLS simulation:
· Ionospheric scintillation loss = 0 (i.e., the UEs are located between 20 and 60 degrees of latitude)
· All UE-satellite links are in LOS channel condition
· For frequency reuse factor (FRF) = 1, two additional tiers beams are considered in the simulation for wrapping around the 19-beam layout
· For FRF > 1, four additional tiers beams are considered in the simulation for wrapping around the 19-beam layout
· Only the UEs in the inner-19 beams are considered
As such, for scenarios with frequency reuse factor (FRF) = 1, total 61 beams are formed. For scenarios with FRF = 3, total 127 beams are formed. From SLS we obtain SINR distribution as shown on Figure 5. Specifically, for each UE, SLS generates SNR and channel information for serving and neighbour beams, which in turn are used as input to LLS for modelling data reception with interference. LLS settings are given in Appendix.
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Figure 5: SINR distribution for [LEO-600, S-band]
We have the following statistics for LEO-600:
	LEO-600 
	SINR (dB)

	FRF 1
	80%UE:  0.28
Avg: -1.089

	FRF 3
	80%UE:  8.304
Avg: 8.061


Table 1: SINR and throughput statistics for [LEO-600, S-band]
From the simulation results, we have the following observation: For [LEO-600, S-band], for 80% percentile UE, we have 8.024 dB SINR gain by using FRF = 3 instead of FRF = 1 deployment. In average, we have 9.15 dB SINR gain by using FRF = 3 in comparison with FRF = 1. 

Random access enhancements
NR NTN
Assuming UE pre-compensation is not available, impact due to full TA needs to be considered. The full TA is the sum of the delay over the feeder link, Tgs, and the delay to the shorter edge of the beam, Tbi, and the differential delay within the corresponding beam as illustrated in Figure 6. For LEO at 12000 km, we have Tgs = 1200km / c + T’gs  = 4 ms + T’gs. The maximum unknown one way delay for all beams = 2ms +2ms=4ms for 1200km orbit. The Guard Period needs to accommodate the maximum RTT of approximately 8ms in the example, assuming the gNB can know T’gs. This includes a delay to shorter edge of the beam Tb2 of 6 ms and a differential delay of 1850 us. The GP is needed to ensure there is sufficient time duration of RACH detection window to receive the RACH preamble without any overlap with other UE data transmissions within the beam in case UE pre-compensation is not used. 
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Figure 6: Full TA illustration example
GNSS capability working assumption is that UE can estimate and pre-compensate timing and frequency offset with sufficient accuracy for UL transmission. A new RACH is not needed, assuming that UE pre-compensation of delay and Doppler is done with sufficient accuracy for NR NTN scenarios. It can be further assumed that outdoors UE can used their GPS receiver with sufficient accuracy. For indoors UE, GPS may not work but it may be possible to receive / transmit NR NTN signals. Indoor UE will suffer from a poorer link budget on DL and UL due to wall penetration loss. The SINR cdf in Figure 5 suggest that if we include a 10 dB wall loss, the SINR will be too low for indoor UEs to receive NR NTN signals in LEO at 600 km.
Observation 7: With assumption of GNSS capability, UE pre-compensation of delay and Doppler is sufficient for NR NTN scenarios with outdoors UE where GPS receiver can be used.
Observation 8: Indoor UEs may not receive GNSS signals, but equally may not receive NR NTN signals due to a poorer link budget on DL and UL including wall penetration loss.

NR ATG
UE pre-compensation of delay and Doppler is sufficient for ATG, assuming ATG UE in aircraft using aircraft GPS receiver. The ATG UE can be set up as a WiFi hot spot in the aircraft cabin, which normal NR UEs can connect to for broadband connectivity. On the other hand, for direct ATG access with normal NR UE (i.e. no ATG UE), it could be further discussed whether GPS reception in cabin can be reliable depending on type of aircraft, passenger proximity to a window. For this scenario, if seen as beneficial a new RACH may be considered.
Observation 9: With assumption of GNSS capability, UE pre-compensation of delay and Doppler is sufficient for NR ATG scenarios with ATG UE using aircraft GPS receiver.  
Observation 10: Whether a scenario of direct ATG access with normal NR UE without reliable GPS reception in the aircraft cabin is seen as beneficial should be discussed first before considering a new RACH preamble design.

Enhanced PRACH preamble and Formats
In case pre-compensation of timing and frequency offset is not performed at UE side for UL transmission, options considered in Rel-16 NR NTN SI for enhanced PRACH formats and/or preamble sequences are summarized below [3]:
· Option 1: A single Zadoff-Chu sequence based on larger SCS, repetition number. Additional usage of CP and Ncs can be further determined in normative work.
· Option 2: A solution based on multiple Zadoff-Chu sequences with different roots
· Option 3: Gold/m-sequence as preamble sequence with additional process, e.g., modulation and transform precoding
· Option 4: A single Zadoff-Chu sequence with combination of scrambling sequence.
Assuming ATG NR TDD parameters in [5], extreme large cell coverage range (e.g., up to 300 km) and high speed (e.g., up to 1200km/h) can be expected as illustrated in Figure 7. The legacy specifications can support up to 100km coverage range and up to 500km/h. 
 [image: ]









Figure 7: ATG Scenario
The aircraft height is around 12 km. Assuming a frequency carrier of 5 GHz, the maximum frequency offset observed at uplink (without UE pre-compensation) can be up to 11KHz and the maximum RTT is 1ms, as shown on Figure 8.
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Figure 8: Doppler and RTD in ATG Scenario at fc=5 GHz 
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Figure 9: PAPR and Cubic Metric performance of new RACH preamble design options
Option 1 with a single Zadoff-Chu sequence and a larger SCS based on the above analysis is not suitable due to the larger delay and large Doppler experienced, and a larger CP overhead (a larger SCS than 15 kHz corresponds to a smaller symbol period, which increase the CP overhead). 
Option 2 based on multiple Zadoff-Chu sequences with different roots has none of the drawbacks mentioned for Options 1, 3, and 4. Hence, it could be further considered if new RAC preamble is seen as beneficial . 
Option 3 with Gold/m-sequence as preamble sequence with additional process, e.g., modulation and transform precoding has higher complexity and impact on gNB RACH preamble detector implementation.
Option 4 with a single Zadoff-Chu sequence with combination of scrambling sequence is not suitable as it deteriorates significantly the PAPR performance as shown on Figure 9. The Gold sequence to scramble the Zadoff-Chu sequence uses Gold + BPSK with the initial seed by (210*(2*Nid +1) + Nid ) mod  231  (similarly to CSI-RS, Nid = 0~838).  For comparison, we also provide the PAPR and CM performance of Option 3 with M- sequence curve based on frequency domain with cyclic shift change and Gold sequence based on initial seed change, and option 1 where the Zadoff-Chu sequence curve is based on root index change.
Observation 11: Option 2 for new PRACH preamble design based on multiple Zadoff-Chu sequences with different roots has best compromise for implementation complexity, PAPR and CM performance, and impact on legacy specification.

Feeder link Aspects
It was mentioned in [3] that impacts of feeder link switch on physical layer procedures can be further discussed when specifications are developed. The feeder link in transparent payload architecture is illustrated in Figure 10. The feeder link delay, feeder link delay drift and the Doppler experienced over the feeder link need to be taken into account in NR NTN solutions.
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Figure 10: Feeder link with transparent payload architecture

Doppler over the Feeder Link
Doppler/Frequency offset are due to many components as illustrated in Figure 11. After DL synchronization the UE uses the DL frequency estimate to calculate UL Frequency. The DL frequency estimate can be expressed as follows:
,   
Where 
· : is the true DL centre frequency 
· : is the estimation error of the Doppler/Frequency offset by the UE on the DL
· : is the Doppler compensation error on the feeder link GW to Satellite
· : is the non-compensated Doppler on the DL.   is known to UE based and can be calculated using the GNSS capability, the position and the velocity of the satellite.
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Figure 11: Doppler over feeder link
For FDD, in order to derive the UL carrier frequency, the UE applies a conversion factor . By applying the Doppler pre-compensation, the UE use the following shifted UL carrier frequency for UL transmission:

 
At the GW and after post compensation of the common Doppler on UL we should observe the following frequency offset 

which simplifies to:


Because Doppler is proportional to carrier frequency, we have . Hence, we have 

Assuming the Doppler estimation error at the UE after DL Synchronisation (~ 0), then the residual frequency offset at the gNB can further simplify as 

Assuming Feeder link compensation error of ~ +/- 0.1ppm on Ka band as an example
·   is approximately +/- 0.1 ppm * 30 GHz = +/- 3 kHz
·   is approximately +/- 0.1 ppm * 20 GHz = +/- 2 kHz
· Band 1,  ~1.92GHz, ~2.11:  ~ 0.91
In this example, we get = +/- 4.73kHz     
Because of the higher Feeder link frequency in Ka band, +/- 0.1ppm Doppler compensation error on the Feeder link will create a very large frequency offset. In addition, the feeder link will also experience a high Doppler drift as the satellite is moves.
According to 3GPP spec requirement (frequency error <+/-0.1ppm for UL transmission) we need  < +/- 200 Hz to guarantee gNB UL performance.  We consider two options to mitigate impact of feeder link Doppler:
· Option 1: Doppler compensation error on DL/UL  <<  +/-200Hz/( Cfactor *30GHz+20GHz) = +/- 0.004ppm. We advise a compensation error of +/-0.001ppm or lower
· Option 2: The GW determine and post compensate , where  should be common to all users
The determination of the feeder link Doppler can be done similarly as in the device using GPS position of the GW and the known satellite position and velocity before compensation is applied by the gNB. As the determination of the Doppler and its compensation over the feeder link is done continuously in real time, the Doppler drift is compensated.
Proposal 3: Options for mitigation of Doppler over feeder link are for further study
· Feeder link Doppler compensation error requirement 
· GW post compensation of feeder link Doppler

Delay over the Feeder Link
The total delay is the sum of the delay over access link and the delay over the feeder link, and any processing delay in the satellite as illustrated in Figure 12. We assume the feeder link delay is broadcast on SIB. The need for indication of the feeder link delay for MAC timers, RLC timers and PDCP timers is covered in our related contributions in RAN2#111e [4,5]. Furthermore, the need to broadcast the feeder link delay for determining the timing of the UL grant of Msg3 during random access procedure or UL grant of data for connected UE is discussed in our related contribution in RAN1#102e on timing enhancements and our contribution on UL synchronization [6, 7].  Further, the delay drift need also to be taken in account. There are two options for the mitigation of the feeder link delay drift:
No mitigation of the feeder link delay drift:
Most of the discussed in [4,5, 6,7] can be resolved by signalling of the feeder link delay, and no compensation of the Feeder link delay drift is required by the GW/gNB. In the following we analyse what could be the impact of the absence of feeder link delay drift compensation in transparent architecture in case the UE uses the satellite as a reference point for timing synchronization.
From this perspective, for the purpose of UL synchronisation, the UE derives the time from the DL observed time (Frame/Subframe time). We look at the time interval since last satellite position and velocity was broadcast on SIB (we assume UE compensate for service link Delay and Drift). The UE calculated time interval based on the DL frame time (t) is different from the absolute time when the DL from the satellite was transmitted (t+Δ). The timing error made is proportional to the time since the SIB was read  (DriftFeeder : feeder link delay timing drift ~+/-VSat /c = +/-7.56km/sec / 3e5km/sec =  +/-25ppm <<1):
Δ = DriftFeeder x (t+Δ) 
Δ = DriftFeeder/(1- DriftFeeder) x t ~= DriftFeeder x t
If there is  no compensation of the feeder link delay drift, the UE calculated time interval based on the DL frame time (t) is different from the absolute time when the DL was transmitted (t+Δ) from the satellite  where Δ ~ DriftFeeder * t . When using DL reference time, the UE will make an error on the UE position/velocity. Assuming position and velocity of satellite broadcast on SIB with periodicity t < 60sec, we have Δ < +/-25ppm* 60sec = +/-1.5ms with the following errors ([7])
· Position error < +/- 1.5ms x 7.56km/s = +/-11.34m
· Velocity error < +/- 1.5ms x (g=10m/s2) = +/- 0.015m/s
· Doppler Error < +/-2Hz
These position error, velocity error, and Doppler error due to Feeder Link delay drift are negligible.  
gNB indication of feeder link delay drift:
With satellite Position and Velocity broadcast in the SIB, there is no significant need to compensate the Feeder link delay drift as the position error, velocity error, and Doppler error were shown to be very small. If there is need for feeder link timing drift compensation, this is not for satellite Position and Velocity propagation. Alternatively, the feeder link delay drift could be broadcast. The need to broadcast the feeder link delay drift could be further discussed.  
Gateway/gNB compensation of the delay drift: 
When compensating the Feeder link delay, the GW/gNB compensates for delay drift by advancing (earlier) the transmission time if the drift if positive (Δ>0), or delaying (later) the transmission time if the drift if negative(Δ<0).This allows the frame time at the satellite to be in-sync with the absolute time. The UE has an absolute time reference using the satellite. This option of feeder link delay compensation at the gNB may require a buffering solution at GW/gNB. The determination of the feeder link delay can be done similarly as in the device using GPS position of the gNB and the known satellite position and velocity before compensation over the feeder link is applied by the gNB. As the determination of the delay and its compensation over the feeder link is done continuously in real time, the delay drift is compensated.
Proposal 4: Options for mitigation of Delay drift over feeder link are for further study
· Feeder link delay drift compensation error requirement 
· gNB indication of feeder link delay drift 
· Gateway/gNB compensation of feeder link delay drift
[image: ]








Figure 12: Delay over feeder link
Feeder link switching
In case there is feeder link switch and the feeder link delay is indicated, it is necessary to indicate the feeder link switch by system information update procedure, where paging is used to notify UEs of a change in system information.
There are two approaches for the feeder link hard switch procedure for “transparent LEO, Architecture Option 1, different gNBs” [3, section 8.7.1.1.1]:
· Switching based on accurate time control: The old feeder link serves the satellite until T1 and the new feeder link begins to serve the satellite from time T2. The cells of the source gNB(s) are represented over a given area at any time before T1, and the new cells of the target gNB(s) are represented from time T2. The Hand Over (HO) command is sent to all the UEs before T1, e.g. Conditional HO, which initiate the handover procedure after T2 based on an activation time included in the HO command.
· Switching based on conditional RRC re-establishment: the network to provide assistance information (e.g. next cell identity and/or reestablishment conditions) to trigger UE RRC reestablishment instead of Conditional HO based on accurate time control. The assistance information can be sent to UE via SIB instead of dedicated signalling respectively. 
The other option is feeder link soft switch procedure for transparent LEO NTN, Architecture Option 1, same gNB [3, section 8.7.1.1.1]. 
· The transparent satellite is served before and after the feeder link switch by the same gNB. Both feeder links are connected to the same gNB, but through different NTN-GWs. With two feeder link connections serving via the same satellite during the transition, the gNB can transmit the DL reference signals without interruption to keep the cell "alive". There may be no need of a HO if the security keys of gNB can be kept in the UE. Re-configuration of gNB may be avoided if the same configuration is used before and after the switch. The switchover relies on the temporary overlap of cells from the gNBs located at the old and the new NTN GWs.
As discussed in the previous section, one option is that the delay over the feeder link, feeder link delay and feeder link delay drift above could be determined by the gNB from its GNSS position and the satellite position and velocity and broadcast on SIB. When the feeder link switching occurs, the UE may get the new feeder link delay on SIB if broadcast by the gNB. Since the UE needs to re-synchronize to new gNB, it can readily acquire feeder link delay on SIB.   
The other option is that the gNB compensate the delay over the feeder link and UE uses the satellite time as reference for UL synchronization. The feeder link switch may be transparent to the UE.
[bookmark: _GoBack]From the above analysis, it seems that there could be mainly one scenario where the UE needs to be made aware of the feeder link switch. In case the synchronization signals are transmitted continuously assuming no change of Physical Cell ID in feeder link soft switching, the system information update procedure can be initiated where the gNB pages all the UEs in the cell with a system information change notification. This could be done in case the feeder link delay parameters are broadcast on SIB and need to be re-acquired when the feeder link is switched. 
Proposal 5: Options for feeder link delay for timing relationships and UL synchronization should first be discussed before aspects of feeder link switching are considered. 

Conclusion
In this contribution, we summarize issues and discuss potential solutions for beam management, Random access procedure, and feeder link switching for NR NTN.
Observation 1: Mapping of PCI and SSB to satellite beams/cells option “a” is preferable for earth-moving beams and option “b” is preferable for earth-fixed beams. 
Observation 2: Earth-fixed beam has lower handover signalling requirements and functionality than earth-moving beams.
Proposal 1: RAN1 discuss prioritization of Earth-fixed beams for GEO and LEO scenarios in Release 17. 
Observation 3: The concept of BWP can be used for frequency resource allocation among NTN beams. Network may configure a specific active BWP for UEs in a beam (all UEs in a beam are associated with the same active BWP). Different beams may be associated with different active BWPs
Observation 4: A bandwidth part can be used for initial cell access with several beams and corresponding SSBs.
Observation 5: An active bandwidth part for connected UE can contain one or several beams, where SIB and CSI-RS are transmitted in each beam.
Observation 6: The DCI or RRC signalling for changing UE’s active BWP configuration may incur a large signalling overhead. 
Proposal 2: In RRC signalling, introduce an association between an SSB index and a BWP index
Observation 7: With assumption of GNSS capability, UE pre-compensation of delay and Doppler is sufficient for NR NTN scenarios with outdoors UE where GPS receiver can be used.
Observation 8: Indoor UEs may not receive GNSS signals, but equally may not receive NR NTN signals due to a poorer link budget on DL and UL including wall penetration loss.
Observation 9: With assumption of GNSS capability, UE pre-compensation of delay and Doppler is sufficient for NR ATG scenarios with ATG UE using aircraft GPS receiver.  
Observation 10: Whether a scenario of direct ATG access with normal NR UE without reliable GPS reception in the aircraft cabin is seen as beneficial should be discussed first before considering a new RACH preamble design.
Observation 11: Option 2 for new PRACH preamble design based on multiple Zadoff-Chu sequences with different roots has best compromise for implementation complexity, PAPR and CM performance, and impact on legacy specification.
Proposal 3: Options for mitigation of Doppler over feeder link are for further study
· Feeder link Doppler compensation error requirement 
· GW post compensation of feeder link Doppler
Proposal 4: Options for mitigation of Delay drift over feeder link are for further study
· Feeder link delay drift compensation error requirement 
· GW compensation of feeder link delay drift
· gNB indication of feeder link delay drift
Proposal 5: Options for feeder link delay for timing relationships and UL synchronization should first be discussed before aspects of feeder link switching are considered. 
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Appendix
LLS simulation settings 
	Carrier frequency
	2GHz

	Subcarrier spacing
	15kHz

	DL bandwidth for each beam
	30 MHz for FRF = 1
10 MHz for FRF = 3

	UE speed
	3 km/hr

	UE antenna configuration
	1 Rx

	UE channel estimation
	Realistic MMSE
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